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ABSTRACT 

Background 

Women self help groups have emerged as one of the greatest phenomena of this century in empowering 

the rural poor with self dignity and authority over their life situations. However, women entrepreneurs in 

rural areas undergo several problems due to different role they carry on in their homes as well as in the 

society. The demands of the new entrepreneurship without much experience and skill make them 

stressful and put them all into a dangerous position. This paper intends to identify the problems related 

to life coping strategies of women self help group members. 

Aim 

The aim of the study is to find out the entrepreneurial attitude and life coping skills of the rural women 

self help group members those who have emerged as entrepreneurs in rural areas.  

Research method 

This study has used non-experimental descriptive research design in order to recognize the types of 

problems and coping behavior of women rural entrepreneurs and their entrepreneurial attitude in 

Dharmapuri District. Primary data was collected from 200 respondents by using a structured 

questionnaire method administered among the randomly selected 200 women self help group 

entrepreneurs, who come under the age groups of 18 – 60 years.  Hypothesis were tested with the 

application of descriptive and inferential statistics.  

Findings 

The overall entrepreneurial attitude of 200 respondents is that High (15%), Average (61%) and low 

(24%). Most of the respondents have an average level of life coping skills.  

Implications 

Results of this study aptly suggests that it is one of good references for carrying out future studies and 

could be interrelated with other variables, which can be quoted as a reference in terms of entrepreneurial 

attitude and also identifying the causes of stress and life coping strategies of women entrepreneurs in 

rural areas. This would suggest better solutions to reduce the stress level and increase the coping 

mechanism of the women entrepreneurs. 

 

Keywords: Entrepreneurial attitude, women entrepreneurs, life coping skills, entrepreneurship, rural 

women, self-help groups.  

 

1.1. Introduction 

Women are the growing part of a present day human resources. The development would be imperfect if 

this section of the population is not given opportunities to prove their capabilities. It was in the ancient 

period women were recognized equally with men and in fact they were the head of the households and 

participated equally in decision making like men. The gender disparity prevailed in various areas 

including literacy, education, nutrition and health, employment, decision making, participation in 

politics and executive positions, property rights, etc.  

 



 ISSN No. 0976-0822 

   (UGC-CARE List Group I) 

Volume-36, No.8(II) : 2021                                                                                                  Page | 99 

This discrimination has been the outcome of the gender division of labour making the men to go out and 

market their services and so also act as the head of the household, decision-maker etc. On the other 

hand, making women to remain at home to continuously perform the domestic activities such as taking 

care of the children, cook and wash for the family which have not been recognized as work till 1981 

Census in India. As a result of making the men as breadwinners of the family, the female members also 

started assigning themselves a secondary role next only to men and as such they are treated as secondary 

citizen in the society. 

 

Women form a vital part of the Indian Economy, who constitute one third of the labour resource, and 

primary member contributing in the survival of the family. It is true that women form the backbone of 

agriculture sector, comprising the majority of agricultural labourers in India. Gender divisions in 

agriculture are stark with all activities involving manual labour assigned to women. While all operations 

involving machinery and drought animals generally performed by men.  

 

Female agricultural laborers are among the poorest sections of Indian society. Agricultural wages for 

women are on an average 30-50 percent less than those for men. The greater is dependence on women’s 

income. Despite several progresses made since independence in the lives of women, a gender analysis of 

most social and economic data demonstrates that women in India continue to be relatively disadvantaged 

in matters of survival, health, nutrition, literacy and productivity. 

 

Review of literature 

1.2. Micro Finance and Rural Poor 

The micro finance and the micro credit and lending had been in practice since man started trade. The 

micro credit, which is claimed to be contributing to women through SHGs, was in existence prior to it in 

the name of IRDP, DWCRA etc. Finance has been the central focus in all these programmes. Given that 

finance is backbone of all economic activities, in alleviating poverty. They play a significant role in 

transferring funds from surplus to deficit sectors but hardly the formal banks concentrate on rural poor 

borrower particularly in backward areas.  

It was felt by the women’s associations and other organizations, that there is a need to 

mainstreaming of women. So that the human resource development would be complete and the 

economic development would be better with the contribution of the other half of the human resource and 

also the gender disparity will be reduced. However, till in year 1970 the organized efforts have not made 

to mainstream women by extending equal opportunities in education,  nutrition and health, economic 

participation country right access to credit and decision-making practices both at the household and 

community.  

 

Since 1975 with the United Nation’s declarations of Women Empowerment Decade, every effort 

towards ensuring gender equality was recognized everywhere. In present days several approaches have 

been followed to empower women and address the gender disparities in the society. At the beginning 

stages in India the efforts taken to support women were related to welfare programmes in which the 

women were treated as beneficiaries. As a next stage equity approach was followed in which women 

were facilitated to be equal citizens in the field of economic participation. 

 

Later the equity approach was replaced by empowerment approach, which emphasized that the women 

must be given equal power and must come to the mainstream to prove their capabilities. Then there is a 

paradigm shift in the development processes by incorporating the gender concerns as an important 

element of development strategy. Government of Andhra Pradesh has taken up women empowerment as 
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one of the two agenda items recognizing the importance and involvement of women to tackle rural 

poverty and socio-economic issues.  

 

1.3.1 Indian Scenario  
While accessing the credit, the women folk of the rural areas face myriad problems in the areas of 

collateral security, cultural distance between rural women and nationalized banks, high transaction cost, 

restricted and fixed banking hours, inflexibility in quantum and purpose of credit, inconvenient 

repayment schedule, cumbersome procedure and exploitation by the intermediaries. Dissatisfaction with 

the result of many provides affective financial service to the rural people, particularly to the rural 

women.  

 

Taking a leaf out of the book of developing countries like Bangladesh, Indonesia, Bolivia and 

Philippines where the combination of the combine efforts of formal and informal finances provide 

sustainable and valuable services to the poor. Few NGOs in India have started experimenting on 

innovative schemes of Self Help Group.   

 

The member’s problems and satisfaction is the aside test for the success of efficiency of any women 

development programme. The “Member-Beneficiaries” of SHG groups are the key members of any rural 

development and women welfare network. The members who are enrolled in SHG programmes as 

members possess and came to equip with the given financial potency to invest on their income 

generating activities in order to keep away from the exploitation of the money lenders. Even though the 

government of India has been launching various schemes and providing subsidies, due to poor socio-

economic background, these women are not able to generate sufficient income from various 

programmes.  

 

The brief overview of the demand for micro-financial services suggests the huge challenges and the 

opportunities the Indian market presents. Protective financial services may be critical for poverty 

alleviation, but they do little for helping people out of poverty. Hence, promotional financial services are 

required, primarily for enhancing livelihood among poor people. It is said that micro-finance can also 

harm poor people.  

 

The increase in income of micro-credit borrowers is directly proportional to their starting level of 

income – the poorer they were to start with, the less is the impact of the loan. Secondly, poor borrowers 

from Micro-financing organizations often do not graduate to higher and higher loans, and consequently 

to productive small enterprises. While credit may initially be the ruling constraint for micro enterprises, 

to grow beyond a certain size, other constraints come into play.  

 

Livelihood promotion is complex, opening up multiple potential goals and interventions and demanding 

an understanding of individual household and enterprise as well as the economic systems or sub-sectors 

in which they operate. Intervening in livelihood promotion is far more challenging developing the 

efficient delivery of financial services.  

 

The SHG has, in fact, moved away from livelihood Promotion. Using micro-credit to promote livelihood 

may not be feasible with such a strategy. As autonomous organization, SHG’s share the challenges and 

dynamics of other small organizations. Forming new groups requires significant energy and the 

necessary group. Processes, Governments, donors, policy makers and resource providers need to be 
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aware of the dynamics involved in these small organizations. The institutional challenges in SHGs are 

three fold:  

 

1.4.1. Life Coping or Adjustment Skills  

Present study deals with Life Coping Skills otherwise known as Life Adjustment Skills. Coping skills 

refers to the behavioral process of balancing conflicting needs, or needs against obstacles the problems 

caused by environmental factors. Coping skills is otherwise called as specific psychological skills 

required to problem-solving.  

 

Lazarus (2001)1 defined that Coping skills or the Adjustment skills as a ways of managing and consists 

of coping with various demands and process of life. Good (1959)2 state that adjustment is the process of 

finding and adopting modes of behavior suitable to the environment or the changes is the environment. 

Paranmeswaran & Beena (2004)3 defined adjustment is a process which a living organism acquires in a 

particular way of acting or behaving or changes an existing form of behavior or action. ` 

 

Coping is an important psychological activity of human being. Life is a process of life coping and 

adjustment. Coping is a persistent feature of human personality. If a person is not able to adjust himself 

to the environment he/she cannot develop his/her wholesome personality. A person with coping skills 

can lead a cheerful and wholesome life but a less adjusting person is prone to lead a depressed and 

unhealthy life. Adjustment is a process by which an individual learns certain ways of behavior to cope 

with the situation which he/she attains through harmony with his/her environment.  

 

1.4.2. Areas of Coping (Adjustment) Skills  
Emotional: Traditionally, women undergo various emotional changes due to varied responsibilities and 

roles they play in a family and in a society. Women as an entrepreneur from a rural areas even undergo 

more stressful situation due to lack of skills and experiences. The financial constrains, the business, the 

family demand and social ethos all contribute to the heightened level of stress and emotional 

imbalances.   

 

Health: Good health contributes to good life-adjustment and in turn to good physical and mental health. 

Poor health and illness on the other hand, adversely affect personality through the unfavorable effects 

they have on social and personal adjustment. Poor adjustments often predispose the person.  

 

Home: A certain degree of tension in the home life is normal during family life Furthermore, such 

feelings sometimes have strong motivating effects upon the individual and stimulate them into achieve 

something they do not have. It is only when these feelings become intense and persistent over a 

considerable period of time that they have seriously distressing influence on the overall adjustment.  

 

Social: One of the most difficult developmental tasks women relates to social adjustments. These 

adjustments must be made with members of the opposite sex a relationship that never existed before and 

to adults outside the family and school environments. Early adults are a period of social expansion and 

development.  

 

Educational: Young adolescents complain about school in general and about restriction, homework 

required courses, food in the cafeteria, and the way the school is run. They are critical of their teachers 

and the way they teach. This is the “thing to do.” A young adolescent who wants to be popular with their 

peers must avoid creating the impression that they are “brains.” This is even more important for girls 



 ISSN No. 0976-0822 

   (UGC-CARE List Group I) 

Volume-36, No.8(II) : 2021                                                                                                  Page | 102 

than for boys because less prestige is associated with academic achievement among girls than among 

boys. 

 

1.4.3. Need of the study 

Psychological problems faced by the members of the self help group members, 

The rural women mostly undergo the following problems in their lives: Adjustment (53%), Jealousy 

(16%, Egoism (18%) and Self centeredness (11%). 

Common Problems faced by the Self help group members 

1. Lack of numerical skills (44%) 

2. Income problems (83%) 

3. Group conflict (43%) 

4. Migration for employment (25%) 

5. Lack of proper planning and management (35%) 

6. High incident of defunct (16%) 

7. Political inference (37%) 

8. Unhealthy competition among the groups (42%) 

9. Different attitude of banks (29%) 

10. Lack of marketing of products (78%) 

1.4.4.General Objectives: 

The primary objective of the research is to study the Life coping skills  of women entrepreneurs in 

Dharmapuri district of  Tamil Nadu. 

1.4.5. Specific Objectives: 

1. To know the socio-economic conditions of women entrepreneurs.  

2. To find out the entrepreneurial attitudes of women entrepreneurs  

3. To explore the differences, association and correlations of selected independent variables of 

women entrepreneur with their overall life coping skills 

4. To suggest measures for improving the development of women entrepreneurs in the study area 

based upon the findings of the present study. 

1.4.6. HYPOTHESIS 

1. There is significant relationship between the community and their life coping skills 

2. There is significant difference between the educational qualification and their life coping skills 

3. There is significant association between religion and  their life coping skills 

4. There is significant relationship between educational qualification and their life coping skills.  

5. There is significant difference between the types of families and their life coping skills.  

6. There is significant difference between different jobs of the women and their life coping skills.  

1.4.7. FIELD OF STUDY 

The women who have been doing entrepreneurship in rural areas of Dharmapuri district of Tamilnadu. 

India was studied.  Dharmapuri is one of the drought affected district of Tamilnadu. The normal rainfall 

is very low. The people mainly depend on the agro based products for their living.  The recent 

phenomenon of self help group movements has accelerated the rural poor to be self reliant and decision 

makers. This has given them varied opportunities to exercise their entrepreneurship skills with small 

amount.  

 

1.4.8. RESEARCH DESIGN 

The researcher has adopted a descriptive research design for this study. The researcher has explored the 

relationship between different variables like educational qualification, religion, community, type of 

family and life coping skills of women entrepreneurs. Moreover, this research explained the factors 
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responsible for the women becoming entrepreneurs; problems encountered by them and also described 

the psychological attitudes especially the home, educational, social, health and emotional status of 

women entrepreneurs.  

 

Life Coping (Adjustment) Scale: The “Adjustment Inventory” is developed by A.K.P.SINHA and 

R.P.SINHA. This scale contains 102 items of which Home -16, Health –17, Social -22, Emotional -29 and 

Educational -18 items are randomly distributed on the scale. The scale gives a Holistic estimate of 

adjustment of an individual. The subjects can be classified into five categories in accordance with the raw 

scores obtained by them on the inventory. The five different categories of adjustment are: A = Excellent, B = 

Good, C =Average, D = Unsatisfactory, E = Very unsatisfactory adjustment. 

 

1.4.9. FINDINGS 

DEMOGRAPHIC CHARACTERISTICS  

Independent variables:  
Age is an important variable which determines the vigor of entrepreneurship. According to this study 

44% of the respondents come under the age group  between 26 to 40 and others as follows : Below 25 

(36%) and 41 to 60 (20%). Almost half of the respondents belong to the middle age group. 

 

The educational qualifications also contribute much to the entrepreneurship attitude. Nearly 59% of the 

respondents are illiterates and have done only under 10
th

 standard. Illiterates (27%), Below 10
th

 (32%), 

Higher secondary (10%), Graduation (15%), Post graduation (6%), Technical (3%) and other (4%) 

 

In India, Religion plays a vital role in deciding ones character and their social actions.  

 

Marriage status of the respondents has a very crucial in determining the entrepreneurial attitude. Married 

(68%), Unmarried (19%), Divorced (1%) and separated (2%) 

 

The Monthly income of the respondents are : Below 1000 (25%), 1001 to 5000 (53.5 %), 5001 to 10,000 

(14%), 10,000 to 15000 (7%). Caste is an inseparable factor to be studied in the Indian sociological 

context. According to this sample taken : FC (1%), MBC (79%), BC (11%) and SC (9%). Total number 

of years residing in one place : One year (20%), Two years (21%), 3Three years (47%), Four years (8%) 

and 5 years 4%). Studies on women entrepreneurs show that the single women are more successful in 

running their concerns. This study collected the samples from Nuclear (62%) Joint (38%) families.  

 

The total number of family members : 1 to 5 (60%), 6 to 10 ( 38%) , 11 and above (2%). Family 

occupation : Entrepreneurial ( 80%) Non entrepreneurial (20%). The Yearly income of the family is : 1 

to 5000 ( 37%), 5001 to 10,000 (28%), 10001 to 20,000 ( 26%), 20001 to 50,000 (8%) , 50001 and 

above ( 1%). Many of the women entrepreneurs run their operation as their family business . according 

to this sample 53% run this as their family business. 

 

The Starting capital of the business varies from person to person: Below 5000 ( 28%), 5000 to 10,000 ( 

24%), 10001 to 15,000 (12%), 150001 to 20,000 ( 5%), 20001 to 25,000 (7%), 25001 to 30,000 (4%), 

30001 to 35,000 ( 7%), 40001 to 45 000 (9%), 45001 to 50,000 ( 1%) and 50001 and above ( 11%). 

 

The most important factor of the SHS’s are its savings : Below 5000 (5%), 5001 to 10000 ( 25%), 10001 

to 20000 (58%), 20001 to 50000 (7%) and 50000 and above (5%). The duration of doing business : 

1year (48%), 2 years (45%), 3 years (2%), 4 years (1%) and 5 years (4%).  
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The Persons behind the start of the business : Self interest (34%), Parents (22%), Both parents and self 

(9%), Friends and self (22%) and others (8%). The different reasons for starting the buisiness:  

 

It is a family members business (32%), Inspired by the success of the friends and relatives (13%), Desire 

to become an entrepreneur (95%), Unemployment (11%), Realization of own ideas (11%), 

dissatisfaction with the previous employment (9%), To do self employed (12%), Availability of finance 

and technical aspects (4%), Let me try or accidental (5%) Flexibile working time and location (2%). 

Regarding the Entrepreneurial aspects  of the respondents 18% posses the quality and 82% do not posses 

the entrepreneurial skill. 

 

Duration of the trainings attended : IVDP (24%,  Madhampatti (1%) and Velli santhai (1%). The Names 

of the business run by the respondents: Cool drinks shop (7%), Fancy shop (4%), Fruit shop (4%), Goat 

rearing (10%), Milk selling (30%), Petty shop (15%), vegetable shop (19%), Water business (4%) 

 

The status of the business: Sole ownership (87%) and Informal (7%).  The present condition of the 

business: Growth with good income (22%), Moderate (59%) and Critical (15%). The Number of hours 

devoted for the business: Less than 5 hours (25%), between 5 to 10 (62%), Between 11 hrs to 15 hrs 

(7%) and Over 15 hours (1%). The Method of marketing : Retail (94%), others (6%). 

 

Regarding the Competitors for the business : 100% there is no one exist in this district. The Role model 

to their business: Friends (7%), Husband (30%), Relatives (10%), SHG Members (32%) and Villagers 

(15%). 

 

The Present Business condition : Very good 98%), Good (46%), Satisfactory (46%). Regarding their 

Leisure time activities: Outdoor (43%) and Indoor (57%). Regarding their Social participation: 

Membership in an association (31%), SHG members (56%) and Any other (6%) 

 

Family members opinion about the business: Very good (77%), Good (20%) satisfactory (2%) and Bad 

(1%). The Relatives opinion on the business : Very good (22%), Good (65%) satisfactory (8%) and Bad 

(5%). Friends opinion their buisiness: Very good (34%), Good (29%) satisfactory (29%),Bad (6%) and 

very bad (2%). The SHG group members opinion: Very good (47%), Good (35%) satisfactory (16%) 

and Bad (2%). The Opinion of the Youth group leaders : Very good (35%), Good (37%) satisfactory 

(17%) and Bad (6%) and very bad (5%). The Opinion of the Local association leaders: Very good 

(23%), Good (40%) satisfactory (21%) and Bad (13%) and very bad (3%). The Opinion of the Political 

leaders: Very good (17%), Good (28%) satisfactory (31%) and Bad (16%)and very bad (8%) and the 

Opinion of the other Entrepreneurs: Very good (22%), Good (28%) satisfactory (22%) and Bad (14%) 

and very bad 14%) 

 

Customers satisfaction of the business they run: Very good (25%), Good (34%) satisfactory (30%) and 

Bad (7%)and very bad (4%). The opinions of the Financial institutions’: Very good (25%), Good (22%) 

satisfactory (15%) and Bad (14%)and very bad (4%). The Mentors opinion Very good (34%), Good 

(26%) satisfactory (28%) and Bad (9%) and very bad (3%). The other community people’s opinion on 

the business: Very good (21%), Good (43%) satisfactory (20%) and Bad (12%) and very bad (4%). 
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Participation of women in politics; especially from rural areas, considerd to be one of the indicators of 

women development. 18% the respondents do participate in the politics, 38% don’t involve themselves 

and 35% were Unable to commend. 

 

Following are the habits practiced by the respondents: 

Chewing the pawn: Always (12%), Occasionaly (9%), Never (79%) 

Drinking habit : Always (2%), Occasiotionaly (14%), Never (83%) 

Gambling: Always (2%), Occasionally (9%), Never (89%) 

Dept and money lending: Always (15%), occasionally (26%), Never (59%) 

Table : 1 Life Coping Skill 

Factors of 

Life coping skill 
High Average Low Total 

Emotional 25 (13%) 145 (73%) 30 (14%) 200 (100%) 

Health 40 (20%) 130 (65%) 30 (15%) 200 (100%) 

Home 20 (10%) 120 (60%) 60 (30%) 200 (100%) 

Social 38 (19%) 106 (53%) 56 (28%) 200 (100%) 

Educational 32 (16%) 105 (52%) 63 (32%) 200 (100%) 

TOTAL 15% 61% 24% 100% 

The overall entrepreneurial attitude of 200 respondents is that High (15%), Average (61%) and low 

(24%). The Life coping skills of the respondents trait wise: Emotional : High (13%), Average (73%) and 

Low (14%), Health : High (20%), Average (65%) and Low (15%), Home: High (10%), Average (60%) 

and Low (30%), Social : High (19%), Average (53%) and Low (28%) and Educational : High (16%), 

Average (61%) and low (32%). 

 

The respondents have more of high level attitude in Health, more of average level in emotional, and 

more of low level in Educational attitudes.  

 

The respondents have more of less level among the high level group is Home, Educational among 

average and emotional among the low level groups. 

 

Anova 

5% level of significant differences are observed among the independent variables with the overall life 

coping skills. Yearly income (0.019*), Religion (0.033*), Family occupation (0.042*) and year of 

residing in that place (0.29*) 

 

No significant differences exists among the independent variables with the overall life coping skills such 

as method of marketing, Number of hours devoted for business, Present status of the business, Reasons 

for starting the business, Persons behind start of the business, Number of years doing the business, 

Personal savings, Operation as family business, Yearly income, Family type, Different castes, Monthly 

income, Religion, Educational qualifications and age groups. Marital status of the respondents, Family 

Income, Starting capital of the business and Loan sources 

 

Chi square test 

There is 5% level of association exist between the following independent variables with the overall 

entrepreneurial attitude.  

The independent variable Religion (0.043*) has got 5% level of association with the overall life coping 

skill. 



 ISSN No. 0976-0822 

   (UGC-CARE List Group I) 

Volume-36, No.8(II) : 2021                                                                                                  Page | 106 

There is no association exists between the following independent variables with the overall life coping 

skills: Castes, sub-castes, Migratory status, Year of residing in a place, Family type, Total no of family 

members, Family occupations, Family income, Starting capital, sources of loans savings, Number of 

years involved in the business,, persons behind business, Reasons for starting, Marital status, Names of 

business, Monthly income, Number of hours devoted for work, Method of marketing, Role model.,  

 

CORRELATIONS  

1% level of correlation is observed between the following Independent variables with the overall life 

coping skill: Marital status (0.004**) 

 

5% level of correlation is observed between the following Independent variables with the overall life 

coping skill. age (0.013*), Income (0.011*), Persons who inspired the business (0.033*) and Loan 

sources (0.021*) 

 

There is no correlations established between these following independent variables with the overall 

entrepreneurship : Religions, age, Monthly income, castes, total number of years residing in one place, 

Family type, Educational qualification, , Business as family operation, starting capital, savings, Number 

of years involved in the business and reasons behind the business. Present status of business 

 

1.4.10. SUGGESTIONS 

Almost all the respondents have only the average levels of entrepreneurships.  Therefore, it is very 

important to arrange trainings on life coping and life management skills. The respondents are more in 

low level of educational attitudes. It is very important to improve the educational knowledge. Formal 

and informal educational programs, skill training on life skill and stress coping skills are very essential. 
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ABSTRACT 

The development of grammatical literature is constantly changing according to the 
context in which it appears. On that basis, each of the Tamil grammar books records the 
biographical elements of the people who lived in the respective period. Nambiyaga 
Porul is the book that expands the internal grammar after the Iraiyanar Kalaviyalurai 
who gives grammar to the internal subject in the line of grammar. In that sense, the 
autobiographical grammar of Tholkappiyar grammar and Chandor's literature, which 
adapts it, expands the internal grammar and sets it up as a story show, showing new 
developments. The description of the inner branch was first known in this book. 
Karuporul ettu. He was fourteen. He also mentions the events leading up to the 
marriage in the area of handwriting and drawing people. The description of the inner 
branch was first known in this book. The karpiyal nattrai thirteen people were found to 
have marked the day along with the learner. It is the only object of faith in grammar 
texts that standardize internal traditions and describe them as fields. Tholkappiyar 
refers to events only as claims. Theft classification has been categorized as possible up 
to chastity and has been divided into various claims in 32 fields. Theft and chastity have 
been categorized and elaborated, and charitable standing has been summarized into 
seven categories, which have been extensively discussed in two areas, internal and 
graphical. Beliefs such as the Tholkappiyam have five physical distinctions: 
introspection, theology, graphics, pedagogy, and annihilation. The grammatical 
definition of thirukkovaiyar is also interpreted as the concept of intuition. The text is 
based on the amount, type, and spread. Literary songs such as Thanjai Vanan Kovai 
songs, Sangam literary songs, Thinaimozhi Iympadhu, Thinaimaalai Nootruiympadhu, 
thirukkovaiyar have also been taken as evidence songs. It explores lifestyles that show a 
special optimism with a theatrical style and literary style that arose from the old and 
new tradition. 

Keywords: Tholkappiyam, Tamil Grammar, Nambiyaga Porul, Iraiyanar. 

 

முன்னுரை 

உைகியல் வழக்கு, செய்யுள் வழக்கு எனும் இவ்வழக்கின்கண் சமாழியிறை ஒழுங்குபடுத்தப் 

பபரைிஞர்கள் தமிழ்மரபிற்பகற்ப வகுத்த சநைிமுறைபய இைக்கணமாகும். பபச்சுசமாழி எப்சபாழுது ஒழுங்கு 

சபற்ைபதா அப்சபாழுபத இைக்கணம் பதான்ைிவிட்டது எை கருதைாம். ஆக, “ஒரு சமாழிறயப் பிறழயைப் 

பபெவும் எழுதவும் உதவுவது இைக்கணம்” என்ை சபாதுவாை கூற்று சமய்பிக்கின்ைது. (Veluppillai, 2002) எைபவ 

தமிழ் அகப்சபாருள் இைக்கணங்களாை சதால்காப்பியம், இறையைார் அகப்சபாருள், தமிழ்சநைி விளக்கம், 
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வரீபொழியம், நம்பியகப்சபாருள், களவியற்காரிறக, மாைைகப்சபாருள், இைக்கணவிளக்கம், 

சதான்னூல்விளக்கம், முத்துவரீியம், சுவாமிநாதம், அறுவறக இைக்கணம் ஆகியவற்றுள் பை அக மரபு 

மாற்ைங்கள் நிகழ்ந்துள்ளை. இைக்கண நூல் வரிறெயில் அகப்சபாருளுக்கு இைக்கணம் கூறும் இறையைார் 

களவியலுறரறய அடுத்து அக இைக்கணத்றத விரித்துக்கூறும் நூைாக இருப்பது நம்பியகப்சபாருள் 

என்னும் நூைாகும். நம்பியகப்சபாருள் இைக்கண நூைில், நிகழ்ந்த அகமரபு வளர்ச்ெி பற்ைி ஆராய்ந்து 

விளக்குவபத இக்கட்டுறரயின் பநாக்கமாகும். 

 
நம்பியகப்பபொருள் 

நாற்கவிராெ நம்பியரால் கி.பி.12-ஆம் நூற்ைாண்டில் இயற்ைப்பட்ட இைக்கணம். இது 

“சதால்காப்பியத்தின் அகப்சபாருள் இைக்கணத்றதயும், ொன்பைாரின் இைக்கியத்றதயும் தழுவி 
இயற்ைப்பட்டது. செப்பமுை விளங்குகிைது. நூற்பாக்கள் எளிறமயுறடயை; மைப்பாடம் செய்வதற்கு ஏற்ைை; 

பவண்டியாங்கு விரித்துக் கூைப்சபறும் கருத்துக்கறள விரிதும், அடுக்கிக் கூை பவண்டியவற்றைச் 

சுருக்கியும் கூறுகின்ைது” எை பொம.இளவரசு கூறுவர் (Ilavarasu, 2010). இந்நூல் ஐந்து இயல்கறளயுறடயது. 

அகத்திறணயியல்-116, களவியல்-54, வறரவியல்-29, கற்பியல்-10, ஒழிபியல்-43 எை சமாத்தம் 252 

நூற்பாக்கறளயும் சகாண்டுள்ளது. திருக்பகாறவயாரின் இைக்கண வறரமுறை அகப்சபாருண்றமக் 

கருத்துக்கறளயும் நம்பியகப்சபாருள் விளக்குகிைது. இந்நூல் கிளவிகள், சதாறக, வறக, விரி என்கிை 

அடிப்பறடயில் அறமந்துள்ளை. தஞ்றெவாணன் பகாறவப் பாடல்கள், ெங்க இைக்கியப்பாடல்கள், 

திறணசமாழிஐம்பது, திறணமாறை நூற்றைம்பது, திருபகாறவயார் பபான்ை இைக்கியப் பாடல்களும் 

ொன்றுப் பாடல்களாக எடுத்தாளப்பட்டிருக்கின்ைை. ‘இைக்கியம் கண்டதற்கு இைக்கணம் இயம்பல்’ என்ை 

சநைி காைங்காட்டும் வளர்ச்ெியில் மாைி இைக்கணம் கண்டதற்கு இைக்கியம் இயம்பும் முயற்ெிகள் 

பதான்ைிை. இம்முயற்ெிகளில் முதல் நூல் தஞ்றெவாணன் பகாறவயாகும். 

 
மரபு 

 மரபு என்பது நம் முன்பைார்கள் விட்டுச்சென்ை எச்ெங்கறள காைம் காைமாகக் கறடப்பிடித்து 

வருபறவ. காைச்சூழலுக்கு ஏற்ப ெிை மாற்ைங்களும் நிகழ்வதற்கு வாய்ப்புண்டு. “ஒரு காைத்தில் ெமூக 

வழக்கில் இருந்த ஒரு மரபு, எல்ைாக் காைத்திலும் ஏற்கப் சபற்ைிருக்கபவண்டும் என்ை கட்டாயம் இல்றை. 

கள்ளுண்ணுதல் ெங்க காை மரபாக இருந்துள்ளது. ஒரு மரபு பிைிசதாரு காைத்தில் வழீ்ச்ெியறடந்த பிைகு அது 

மீண்டும் மறுமைர்ச்ெி அறடய வாய்ப்பு உண்டு, அவ்வாறு அது மறுமைர்ச்ெி அறடயும்பபாது பண்றடக்காை 

உருவு இழந்து நடப்புக் காைத்திற்கு ஏற்ப மாற்ைம் சபற்பை வழக்கு வரும் அல்ைது ெமகாை ெமூகத்தின் 

ஏற்புரிறம சபற்பை வழக்கு வரும்” என்கிைார் ெிைம்பு நா. செல்வராசு (Selvarasu, 1998). மரபு என்பது விதியாக, 

அைமாக, கட்டுப்பாடாக, கட்டறமப்பாக அறமப்சபாழுங்களாகச் ெமூகத்தில் நிைவி வருகின்ைது. 

“சதால்காப்பிய மரபியைில் உள்ள ‘மரபு’ என்ை சொல்லுக்கும் ‘நூன்மரபு’, ‘சமாழிமரபு’ ஆகியவற்ைிலுள்ள மரபு 

என்ை சொல்லுக்கும் சபாருள் பவறுபாடு உண்டு. நன்னூைில் வரும் மரபு, மரபு வழுவறமதி ஆகியை 

குைிப்பதும் பமபை சதால்காப்பியத்தில் வரும் மரபு என்ை சொல்லும் ஒரு சபாருள் தருவை அல்ை” என்று 

ெீைிவாென் குைிப்பிடுகிைார் (Kumarakuruparan, 2005). இப்பரிமாணங்களில் மரபு என்ை சொல்ைாட்ெிறயப் பை 

சபாருண்றமகளில் சதால்காப்பியர் பயன்படுத்தி இருப்பறதக் சகாண்டு மரபின் சதான்றமறய 

உணரமுடிகிைது. முந்றதய தறைமுறை வாழ்வியபைாடு சதாடர்புறடய வாழ்வியல் எச்ெங்கள் தற்காை 

பயன்பாட்டிற்கு வழங்கும் எதுவும் மரபபயாகும். 

 
அகப்பொட்டு உறுப்புகள் 

செய்யுள் உறுப்புகறளப் சபாதுவாகபவ குைிப்பிடுகின்ைார் சதால்காப்பியர். ஆைால் அகப்பாட்டு 

உறுப்புகள் இறவ தான். 

“திறணபய றகபகாள் கூற்பை பகட்பபார் 

இடபை காைம் பயபை முன்ைம் 
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சமய்ப்பாசடச்ெம் சபாருள் வறக துறைசயன்று 

அப்பால் ஆைிரண் டகப்பாட் டுறுப்பப” (Thamizhannal, 2005) 

என்று நாற்கவிராெ நம்பி வறரயறை செய்கிைார். 

 

ககக்கிகை, பபருந்திகை 

இைக்கணங்கறள வறரயறை செய்யும் பாங்கு சதால்காப்பியத்றதவிட நம்பியகப்சபாருளில் 

பமபைாங்கிக் காணப்படுகின்ைை. றகக்கிறள, சபருந்திறண குைிப்பு (சதால்.அகத்.53,54) சதால்காப்பியர் 

கூறுவறத இவர் றகக்கிறளயுறடய சதாருதறைக் காமம் (நம்பி.நூ.3) சபருந்திறணசயன்பது 

சபாருந்தாக்காமம் (நம்பி.நூ.5) எை இைக்கணம் வகுக்கிைார் அகக்றகக்கிறள, அகப்சபருந்திறண, அகப்புைக் 

றகக்கிறள, அகப்புைப் சபருந்திறண எைவும் விரித்துக் காட்டுகின்ைார். 

‘காமஞ்ொை இளறமபயாள்’ எைத் சதால்காப்பியர் றகக்கிறளத் தறைவிறயக் கூை, நாற்கவிராெ 

நம்பி ‘காமஞ்ொன்ை இறளபயாள்’ (ந.அ.நூ.29) எைக் கூறுவதி;ைால் அகப்புைக் றகக்கிறளக்கு விளக்கம் 

முதைில் இந்நூைில்தான் அைியமுடிகிைது. சபாருந்தாக்காமத்றத அகத்திறணயில் கூைி இதன் விளக்கத்றத 

ஒழிபியைில் இருவறகயாக அகப்சபாருட்சபருந்திறண, அகப்புைப் சபருந்திறண எை விவரித்துள்ளார். 

“அகன்றுழிக் கைங்கல், மடற்கூற்று, குைியிறடயடீு, சதளிவிறட விைங்கல், சவைிபகாள் வறக, 

உடன்பபாக்கு, பூப்பியலுறரத்தல், சபாய்ச்சூளுறர, தீர்ப்பில் ஊடல், பபாக்கழுங்கியல்பு, பாெறைப் புைம்பல், 

பருவ மாறுபடுதல், வன்புறைசயதிர்ந்து சமாழிதல், அன்புறு மறைவியும்தானும் வைமறடந்து பநாற்ைல்” 

(தமிழண்ணல், 2005) ஆகியறவ அகப்சபாருட் சபருத்திறண ஆகும்;. “மடபைறுதல், விறடதழால், குற்ைிறெ, 

குறுங்கைி, சுரநறட, முதுபாறை, தாபதநிறை, தபுதாரநிறை” (Thamizhannal, 2005) ஆகியறவ அகப்புைப் 

சபருந்திறண ஆகும். இவற்றுள் நாற்கவிராெநம்பியார் காட்டிய சபருந்திறணப் பாகுப்பாடுகள் 

சதளிவிண்றம. இப்பாகுபாட்றடப் “பிறழயாை இைக்கண வரைாறு” (Manickam, 2009) என்று கூறும் வ.சுப. 

மாணிக்கம் அவர்களின் கருத்து ெிந்தறைக்குரியதாகும். 

 
அன்பின் ஐந்திகை 

அன்பின் ஐந்திறணறய ‘அன்புறடக் காமம்’ என்பபதாடு அதனுறடய முப்சபாருள்கள் குைித்த 

விளக்கமும் சதால்காப்பியறர அடிசயாற்ைிபய விளக்கி அதற்குரிய களவியல், வறரவியல், கற்பியல் எை 

துறைகள் றவத்துக் கூறுகின்ைார். 

றகபகாள் 

“அளவில் இன்பத் றதந்திறண மருங்கிற் 

களவுகற் சபைவிரு றகபகாள் வழங்கும்” (Thamizhannal, 2005) 

எை றகபகாளுக்குரியதாகக் கூறுகின்ைார். 

இயற்றகப்புணர்ச்ெி, இடந்தறைப்பாடு, பாங்கற்கூட்டம், பாங்கியற்கூட்டம் ஆகியவற்றைத் 

சதால்காப்பியத்றதப் பபால் (சதால்.நூ.487), களவுப்புணர்ச்ெியில் றவக்கின்ைார். மறைசவளிப்படுதல், 

தமரிற்சபறுதல் எை கற்பிற் புணர்ச்ெியில் (சதால்.நூ.488) சதால்காப்பியர் கூை, நம்பியகப்சபாருள் 

குரவரிற்புணர்ச்ெி, வாயிற் கூட்டம் இந்த இரண்டும் காட்டுகின்ைை. சபாருள் அடிப்பறடயில் மாற்ைம் ஏதும் 

இல்றை. 

 
கைவியல் துகறகள் 

களவியறைப் பதிபைழு துறைகளாகவும், கற்பியறை ஏழுதுறைகளாகவும், வறரவியறை 

எட்டுத்துறைகளாகவும் சகாண்டு ஒவ்சவாரு துறையும் வறக, விரி என்ை நிறையில் இந்நூல் விளக்குகிைது. 

“இயற்றகப் புணர்ச்ெி, வன்புறை (வற்புறுத்தல்), சதளிவு (தறைவி தறைவறை நம்புதல்), பிரிவுழி 
மகிழ்ச்ெி, பிரிவுழிக் கைங்கல், இடந்தறைப்பாடு, பாங்கற்கூட்டம், பாங்கிமதி உடம்பாடு, பாங்கியிற்கூட்டம், 
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பகற்குைி, பகற்குைி இறடயிடு, இரவுக்குைி, இரவுக்குைி இறடயடீு, வறரவு பவட்றக, வறரவு கடாதல், 

ஒருவழித் தணத்தல், வறரவிறட றவத்துப் சபாருள்வயிற் பிரிதல்” (Thamizhannal, 2005) என்பை 17 துறைகள் 

களவிற்குரிறவயாகும். 

 

கைவுப் பிரிவு  

“திருமணத்தில் சபண்ணுக்குப் பரிெம்பபாடக் காதைன் பிரிந்து சபாருள் பதடி வரபவண்டும். இது 

ெிறுபிரிவு. இதற்கு பருவம் வறரயறை கிறடயாது. வறரவிறடக்காகப் சபாருள் பதடிவருவதற்கு பருவம் 

இரண்டு மாதத்தின் பமல் இருக்ககூடாது” என்கின்ைார் (Thamizhannal, 2005). 

 

கற்பியல் துகறகள் 

“கற்பியல், அகவாழ்க்றக முறைபய இல்வாழ்க்றக, ஓதற்பிரிவு, காவற்பிரிவு, தூதிற்பிரிவு, 

துறணவயிற் பிரிவு, சபாருள் வயிற்பிரிவு, பரத்றதயிற் பிரிவு” என்பை ஏழு துறைகள் 

கற்பியலுக்குரியறவயாகும் (Thamizhannal, 2005). 

 

கற்பியல் பிரிவு 

 “ஓதற், தூது, மன்ைர்க்கு உற்றுழி உதவிசெய, சபாருள்பதட, காவற்பிரிவு, பரத்றதயிற்பிரிவு எை ஆறு 

வறக. அவற்றுள் பரத்றதயற்பிரிவு அயல்மறை, அயற்பெரி, புைநகர்” எை மூன்று பிரிவுகளாகும் (Thamizhannal, 

2005).  

 

வகரவியல் 

“வறரவு மைிதல், அைத்சதாடு நிறை, உடன்பபாக்கு, கற்சபாடு புணர்ந்தகவ்றவ, மீட்ெி, தன்மறை 

வறரதல், உடன்பபாக்கு இறடயடீு வறரதல்” (Thamizhannal, 2005) பபான்ைை குைித்துள்ளார். 

அகவாழ்க்றக மரபுகறள வரன்முறைப்படுத்தித் துறைகளாக விளக்கப்பட்டிருக்கும் இைக்கண 

நூல்களில் நம்பியகப்சபாருள் மட்டுபம ஆகும். சதால்காப்பியம் கூற்றுகளாக மட்டுபம நிகழ்ச்ெிகறளக் 

கூறுகின்ைது. நம்பியகப்சபாருள் களவு, கற்பு வறர இயைாக வறகப்படுத்தி 32 துறைகளில் பல்பவறு 

கூற்றுகளாக விரித்துக் கூைியுள்ளது.  

 

மொந்தர்கள் 

களவு கற்புக்குத் சதால்காப்பியறரப் பபால் (சதால்.நூ.490-491) கூற்ைிற்குரிபயாறரச் சுட்டுகின்ைை. 

கற்பியல் நற்ைாய் பெர்த்து பதின்மூன்றுபபர் (நம்பி.நூ.213-214) குைிப்பிடுவபதாடு கூற்றுக்கு 

உரியறமயற்ைவர்கறளயும் சதால்காப்பியத்றத (சதால்.நூ.492) அடிசயாற்ைி கூறுகின்ைார். 

 

ககட்கபொர் 

 சதால்காப்பியம் வழுவறமத்தது பபால் (சதால்.நூ.501) தறைவி கூற்ைிற்குப் புைநறடயாக மக்கள் 

இன்ைி திறணப்சபாருள்கள் நம்பியகப்சபாருள் கூறுகின்ைை. அதாவது, தறைவி தன்பைாடு பபசுவது பபாைக் 

கருதிப் பபசுவாள். “தன் சநஞ்சு, நாணம், அைிவு, ஞாயிறு, திங்கள், மாறைப்சபாழுது, புள் (பைறவ), மா 

(விைங்கு), புணரி (கடல்), காைல் (கடற்கறரச்பொறை) உள்ளிட்டைவும், இறவ தவிர உப்பங்கழி, சநய்தற்பூ, 

புன்றை முதைாை மரம், தறழபபால்வைவும் தன் பபச்றெக் பகட்பது பபாைவும், தைக்கு அறவ இைிய 

ஆறுதல் பகர்வை பபாைவும் தான் ஏவியறத அறவ செய்தறம பபாைவும் தம்றம அறவ பதற்றுவது 

பபாைவும் தறைவி கூற்று அறமயும்” (Thamizhannal, 2005). இஃது உளவியல் ொர்ந்தது. இறதக் காமம் மிக்க 

கழிபடர்கிளவி எைவும் கூறுவர். இதைால் மைச்சுறம குறையும்; ஆறுதல் கிறடக்கும். “தறைவன், தறைவி, 
பார்ப்பான், பாங்கன், பாங்கி, செவிைி, கண்படார் பாணன், கூத்தர், விைைி, பரத்றத, அைிவர், நற்ைாய்” 

(தமிழண்ணல், 2005) முதைாகிய பதின்மூவரும் யாசராடும் பபொது தம்சமாடு தாபம கூைியும் அறமவர். 
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அகப்பபொருள் விைக்கத்தில் கொைலொகும் புதிய பெய்திகள் 

“உறரப்பபார் பகட்பபார் இல்ைாமல் புைவன் கூறும் கவிபய துறையாகும். அதாவது அகமரபுக்கும் 

கூற்றுக்கும் அல்ைாத புதியதாக ஒருவர் கூறும் கூற்ைாகும்” (தமிழண்ணல், 2005). இவர் காைத்தில் துறையின் 

சபாருண்றமயில் திரிபு ஏற்பட்டுள்ளறத அைியைாம். அதாவது துறை என்பது கூற்று நிகழிடத்றதக் 

குைிக்கவில்றை என்கிைார்; தி.வெந்தாள். எைபவ, சதால்காப்பியர் கூற்றுமுறையில் அக இைக்கணங்கறளக் 

கூைவும், இவர் அக்கூற்றுக்கறளத் சதாகுத்துக் கறத நிகழ்ச்ெிபபாை அறமத்து, கிளவித்சதாறக, வறக, விரி 

எை முப்பிரிவாக வகுத்துறரத்திருப்பது புதியதாகும். 

“ஊடறைப் பபாக்குகின்ை வாயில்களாகப் பார்ப்பைர், பாங்கர், சூத்திரர், பாங்கர் எை இருவறகப் 

பாங்கர், காமக்கிழத்தி, காதற்புதல்வன் ஆற்ைாறம” ஆகிபயார் சதால்காப்பியர் குைிப்பிடாத வாயில்கள், 

சதால்காப்பியர் தாறய வாயில்களில் றவத்துக்காட்டுவர் (சதால்.நூ.197) நாற்கவிராெ நம்பி தாறயப் பற்ைி 
கூைவில்றை. அக இைக்கணத்தில் நுட்பமாை துறைகளில் ஒன்று அைத்சதாடு நிற்ைல் என்கிை துறை. 

களறவக் கற்பாக மாற்றுவதற்காை முயற்ெியாகும். சதால்காப்பியம் அைத்சதாடு நிற்ைல் பற்ைி விளக்கமாகக் 

கூைவில்றை. இரத்திைச் சுருக்கமாக ‘புறரதீர் கிளவி’ என்கிைது. அைத்சதாடு நிற்கும் மரபு ஏழு வறகப்படும் 

என்பதறை (சதால்.சபாரு.நூ.203) கூறுகின்ைார். இவ்பவழு வறககறளயும் சதாகுத்து இருவறகயுள் 

அடக்குவர். அகத்திறண இயல் (நம்பி.நூ.47-54) வறரவியைில் (நம்பி.நூ.175-179) ஆகிய 13 நூற்பாக்களில் 

விரிவாை தகவல்கறளத் தருகின்ைார் நாற்கவிராெநம்பி. 

அைத்சதாடு நிற்ைல், நிகழுமிடம், நிற்ைற்குரியார், நிற்கும்சநைி, தறைவி, பாங்கி, செவிைி, நற்ைாய் 

ஆகிபயார் அைத்சதாடு நிற்ைல் திைம் உடன்பபாக்கில் அைத்சதாடு நிற்ைற்குரியார் யார் யார்? அைத்சதாடு 

நிற்ைைின் வறக, அதன் விரி ஆகியறவ விரிவாகக் கூறுவதிைால் அகப்சபாருள் வளர்ச்ெிக்குத் தக்கசதாரு 

ொன்ைாகும். 

சதால்காப்பியர் கற்புக்கும் களவிற்கும் பிரிவுகள் குைிப்பிட்டாபரயன்ைி அவற்றை வறகப்படுத்திக் 

கூைவில்றை. ஆைால் பை நூற்பாவில் அறவ பற்ைிய செய்திகள் (நம்பி.நூ.62) நூற்பாவில் களவுக்குரிய 

பிரிவுகறள வறகப்படுத்திக் கூைியிருக்கின்ைார். 

 
முடிவுகர 

நம்பியகப்சபாருளுக்கு இைக்கிய நூைாகத் பதான்ைியது தஞ்றெ வாணன் பகாறவ என்பது 

அைியைாயிற்று. சதால்காப்பியர் செய்யுள் உறுப்புகறளப் சபாதுவாகக் கூைியுள்ளார். நாற்கவிராெ நம்பி 
அகப்பாட்டு உறுப்புகளாக ஒழிபியைில் றவத்துள்ளறத அைியமுடிந்தது. அகப்புைக் றகக்கிறளக்கு விளக்கம் 

முதன் முதைாக இந்நூைின்தான் காணமுடிந்தது. சபருந்திறணப் பாகுப்பாடுகள் சதளிவாக இல்றை 

என்பதறை உணரமுடிந்தை. 

கற்பிற்புணர்ச்ெியில் சதால்காப்பியர் மறைசவளிப்படுதல், தமரிற்சபறுதல் என்பர். நம்பியார் 

குரவரிற்புணர்ச்ெி, வாயிற் கூட்டம் என்பர். ஆைால் சபாருள் அடிப்பறடயில் மாற்ைம் இல்றை பரத்றதயிற் 

பிரிவு மூன்ைாகப் பிரித்துள்ளார். றகக்பகாள் கூற்றுக்குரிபயார் பதின்பபர் என்பர். கற்பில் நற்ைாய் பெர்த்து 

பதின்மூன்று பபர் என்று குைிப்பிட்டுள்ளார். அகக்கூற்றுகறளத் சதாகுத்துக் கறத நிகழ்ச்ெிப்பபால் அறமத்து, 

கிளவித்சதாறக, வறக, விரி, எை மூன்று பிரிவாக வகுத்து உறரத்திருப்பது புதியதாகும். 

சதால்காப்பியர் தாறய வாயில்களில் றவப்பார். இவர் தாறயப் பற்ைிக் கூைவில்றை. ஊடறைப் 

பபாக்குகின்ை வாயில்களாகப் பார்ப்பன், பாங்கர், சூத்திரர் இருவறக பாங்கர், காமக்கிழத்தி, காதற்புதல்வன் 

ஆகிபயார் ஊடறைப் பபாக்குகின்ை வாயில்கள் ஆவார். அைத்சதாடு நிற்ைறை ஏழு வறககறளயும் சதாகுத்து 

அகத்திறண, வறரவியல் என்ை பகுதியில் விரிவாகப் பபெியுள்ளார். 

களவு, கற்புக்குரிய பிரிவுகறள வறகப்படுத்தி விரிவாகக் கூைியுள்ளறதயும் அைியமுடிந்தை. 

சதால்காப்பியம் பபான்று இயல் பாகுபாடுகள் உறடயது. பறழய, புதிய மரபு சகாண்டு எழுந்த ஒரு 

நாடகப்பாங்பகாடும், இைக்கிய நயத்பதாடும் விளங்கும் ெிைப்புக்குரிய நம்பியகப்சபாருள் இைக்கண மரபு 

வளர்ச்ெியில் நிகழ்ந்துள்ள அக மரபு மாற்ைங்கள் குைித்துத் சதளிவாக ஆராயப்பட்டுள்ளை. எைபவ, இந்நூல் 
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பமற்குைிப்பிட்ட அகவாழ்க்றக மரபு வளர்ச்ெியறடயப் பை காைங்கள் பதறவப்படினும், இத்தறகயசதாரு 

முழுறமயாை வளர்ச்ெிறய அறடயப் பிைிசதாரு இைக்கண நூல் இருந்திருக்கிைாம். அது 

மறைந்துபபாைதால் அந்த இைக்கண நூலுக்கு இைக்கியமாக அறமந்த திருக்பகாறவயாறர வழி நூைாகக் 

சகாண்டு நாற்கவிராெநம்பி இத்தறகய அக இைக்கண நூறை வறரயறுத்திருக்கைாம் என்கிை கருத்தும் 

நிைவுகிைது. 

பண்படுத்தப்பட்ட ெமூகத்தின் ஒழுக்கசநைி ொர்ந்த விறளச்ெபை இைக்கணம். அது இைக்கணம் நூல் 

இயற்ைிபயாரின் அைிவுத்திைத்றத மட்டும் சவளிப்படுத்துவை அல்ை. பை ெமூக மாற்ைங்கறளயும், 

அச்சூழைில் வாழும் மக்களின் வாழ்வாதாரங்கறளயும், பழக்க வழக்கங்கறளயும், நாகரிகப் பண்பாட்றடயும், 

வரைாற்றுத் தரவுகறளயும் எடுத்து இயம்பக் கூடியதாக அறமகின்ைை. 

திறண மரறப அடிசயாற்ைி எழுதப்பட்டுள்ள சபாருளிைக்கண நூல்கள் சபரும்பாலும் பவறுபாடின்ைி 
ஒரு நூல் ஒரு பகுப்பின்கீழ்க் கூைிய அகம், புைம் ொர்ந்த ெிை கருத்துக்கறள மற்ை இைக்கண நூல்களில் காை 

மாற்ைத்திற்பகற்ப மாற்ைங்கள் நிகழ்ந்துள்ளறதயும் அைிய முடிந்தை. 
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a b s t r a c t

Groundwater is an indispensable source of water due to its substantial use for domestic, irrigation, and
industrial purpose. This study is determined to examine the irrigation quality of groundwater in the sea-
sons of pre-monsoon (PRM) and post-monsoon (POM) in the year 2013 at Pennagaram block of
Dharmapuri district, Tamilnadu. A few samples of groundwater from the study area are analyzed for their
physicochemical parameters (APHA, 1998). The parameters to examine irrigation quality of the samples
taken in this study are Cl�/HCO3

� ratio, percent sodium (%Na), Index of Base Exchange (IBE), Residual
Sodium Carbonate (RSC), Kelly’s ratio (KR), Permeability Index (PI), Sodium Adsorption Ratio (SAR),
Potential Salinity (PS), Magnesium Ratio (MR), Salinity Index and Sodicity Index. The classification of
groundwater samples for irrigation was identified using the USSL Diagram, Doneen’s plot, and Wilcox
diagram. The spatial distribution map gives a clear depiction of the groundwater quality for irrigation
purposes, in both seasons. The plot of Cl�/HCO3

� versus Cl� indicates that the groundwater samples are
strongly affected by salinity. It illustrates the exchangeable mechanism which has one of the responses
for the chemical composition of groundwater in the study area. According to %Na, RSC, KR, SAR, PI, MR,
Salinity index, and Sodicity index makes the groundwater of the study area was safe for irrigation.
According to the results of PS and Sodicity index the groundwater of marginal quality i.e., closely unfit
for irrigational purpose.
� 2019 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the International Confer-
ence On Impact Of Innovations In Science And Technology For Societal Development: Materials Science.

1. Introduction

Phansalkar et al. [7] Water is the main constituent of Earth’s
hydrosphere and a transparent and tasteless fluid which is consid-
ered the most important one for living organisms. It plays a vital
role for all organisms in their day-to-day life. Groundwater is the
water that is resent under the earth’s surface where it occupies
all or a small part of void spaces in between soils. In the case of
the environment, groundwater plays a significant role by keeping
the water level and also responsible for the flow of rivers, wet-
lands, and lakes (Tables 1–4).

Water for drinking is the basic need for an organism living on
the Earth. In recent times due to pollution in water and over-
extraction of water, it has become an unavailable one for mankind.
Groundwater is an important natural resource for mankind and it

also plays a significant role in the economy of many nations. Water
is the basic need for irrigation and the food industry. From a study,
it was found that nearly 320 Billion Gallon was consumed by man-
kind on a daily basis from which almost 77 billion gallons of water
are consumed from Groundwater by mankind for a day. So the
extraction of groundwater is the mandatory one for mankind.

In India, around 90 percent of water is extracted from the
ground and used for irrigation. Around 60 percent of irrigation is
supported by groundwater supply and almost 90% rural house-
holds directly or indirectly dependent on groundwater for irriga-
tion. The water quality can be identified by its chemical,
physical, and biological parameters. In a study, it was found that
nearly 80 percent of disease worldwide is caused because of poor
drinking water.

Federation et al. [2], (Doneen et al., 1964) Contamination of Flu-
oride in Groundwater is considered a serious issue in many parts of
the world. The reason for fluoride contamination in groundwater is
due to dissolving materials containing fluoride such as cryolite,
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hydroxyapatite, fluorspar, etc. [4]. Some others reason for fluoride
contamination in groundwater was found to be due to fertilizers
used for agricultural purpose, pesticide, and sewage discharge also
considered as the reason for increased fluoride substance in
groundwater [3]. Fluoride is found in all regions of the earth’s sur-
face, due to its occurrence as compounds and complexes. Fluoride
enters groundwater due to weathering of minerals which contains
fluoride substance and by which it enters into the surface of the
water and sometimes through direct contact.

Szabolcs [12] Contamination of fluoride in groundwater can be
identified by a human being when they under certain symptom for
fluorosis and it is one of the endemic diseases which may occur
due to high intake of fluoride by water, and by food with a level
of 1.5 mg per liter or above [5]. Fluorosis in teeth may affect the
enamel and fluoride substances above 10 mg per liter may cause
a pathological change in the bones of human beings which leads
to skeletal fluorosis.

Staff [13] In India almost 61.5 M people at high risk of fluorosis.
17 states across India were listed as states with endemic for Fluo-
rosis. Even states in the southern part of India Tamil Nadu were
also one among the state on the list. In Tamil Nadu, High Fluoride
Contamination in Groundwater was found in the districts of Salem
and Dharmapuri. Pennagaram block of Dharmapuri district was
taken for our study [1]. Pollution level in groundwater must be
addressed immediately. Globally many are trying to provide a
healthy and safe water supply for household purposes. The water
quality is detected through chemical, physical, and biological vari-
ables. Groundwater pollution will be assessed with several types of
parameters. The quality of water data made by many indices was
found to be simplistic and easier to understand.

The usage of groundwater for household purposes as a surface
water resource is limited. The demand for groundwater for domes-
tic purposes has increased due to the growing population. Ground-
water is highly contaminated with organic and inorganic
pollutants in rural regions by agriculture and by agrochemicals.
Hence, it is necessary to determine the suitability of groundwater
for drinking and irrigation purposes based on the presence of
major ions in the groundwater. The important chemical parame-

ters for judging the degree of suitability of water for irrigation
purpose has been selected. In this regard, the computations were
carried out for the pre and post-monsoon seasons of 2013.

2. Study area

2.1. Profile of the study area

The area of study for this proposed research lies between the
longitude of 770 460 to 78�40 and the Northern latitude of 11�530

to 12�190. Fig. 1 represents the plain area covering about
604.48 km square. The specific area selected for this study includes
the Pennagaram Block which belongs to the District of Tamil Nadu
known as Dharmapuri. The main source of water in this area is due
to seasonal rainfall from the monsoon. The average yearly rainfall
for this area is about 902 mm. But during the period of 2013 to
2014, the rainfall in this region was found to be 757 mm only. This
area of study for this research lies within the region of Archean
Crystalline Rock, the groundwater in this region is due to fractured
rocks. The temperature in this area lies up to 36�Celsius and during
the winter season, the temperature was found to be between 12
and 16�Celsius (Figs. 2–9).

2.2. Geomorphology

Dharmapuri district lies on 455 m above sea level and the cli-
mate in this region is termed as tropical climate. The western part
of Dharmapuri district which connects to Pennagaram has a hill
range of Mysore plateau connecting the hill. The southern region
of the district is bordered by Shervaroy Hill.

Table 1
Seasonal variations of Cl�/HCO3� ratio.

Cl�/HCO3
�

ratio
Not affected
(<0.5)

Slightly to moderately
affected (0.5–6.6)

Severely
affected (>6.6)

PRM – 100% –
POM – 93.75% 6.25%

Table 2
Seasonal Variations of Sodium Percentage.

Sodium percent Water type Clarifying samples

PRM POM

<20 Excellent – –
20–40 Good 77(46.25%) 79(98.75%)
40–60 Permissible 3(3.75%) 1(1.25%)
60–80 Doubtful – –
>80 Unsuitable – –

Table 3
Seasonal variations of CAI-1, CAI-2 and RSC.

Parameter CAI-I CAI-II RSC

MIN MAX MIN MAX MIN MAX

PRM 0.33386 0.68016 0.83374 2.47471 �16.159 �8.1204
POM 0.28237 0.67352 0.68684 2.26974 �16.39 �7.1475

Table 4
Seasonal variations of Kelley’s Ratio (KR).

Kelley’s Ratio PRM POM

Min 0.28145 0.31181
Max 0.67846 0.67527

Fig. 1. Study area Location map.

K. Vijai and S.M. Mazhar Nazeeb Khan Materials Today: Proceedings 48 (2022) 527–534

528



2.3. Hydrogeology

The Dharmapuri District is beneath Archean Crystalline meta-
morphic rock formed with alluvial deposits of limited vertical
and areal extents alongside to main rivers. The major Aquifer setup
in the Dharmapuri District is due to

� Semi and Un- Consolidated Formation of sediments
� Broken and weather rocks of Crystalline.

The areas beneath crystalline rock would have a limited source
for underground water due to fracturing and weathering which
occur in this zone. The Hard Rock Aquifers are heterogeneous in

nature, which can be identified through their composition, texture,
and lithology, etc. The presence of groundwater beneath the phrea-
tic surrounding in weathered rocks. The Weathered material thick-
ness varies between lesser to 1 m below ground level (bgl) or
>20 m below ground level.

3. Materials and methods

3.1. Sample collection

For this research, a total of 80 underground water as being
taken as samples through bore wells and hand pumps across sev-
eral locations of Pennagaram block during the pre-monsoon season

Fig. 2. Seasonal Variations of Sodium Percentage.

Fig. 3. Seasonal Variations of CAI-1 and CAI-2.
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in May 2013. The collected samples of water were cleaned and
taken in sterilized bottles having the capacity of containing 2 Liter
water in it without any air bubbles.

3.2. Methodology

The collected samples were first examined in order to assess it
through the Physico-chemical process as per the standard proce-
dure recommended by the APHA method. The spatial distribution

map was drawn GIS (ArcGIS 9.3) software. For this research, the
groundwater quality from the selected samples for the process of
irrigation is analyzed through calculating the Cl�/HCO3

� ratio, per-
cent sodium (%Na), Index of Base Exchange (IBE), Sodium Adsorp-
tion Ratio (SAR), Kelly’s ratio (KR), Permeability Index (PI),
Magnesium Ratio (MR), Residual Sodium Carbonate (RSC), Poten-
tial Salinity (PS), Salinity Index and Sodicity Index. The classifica-
tion of groundwater samples for irrigation was identified using
the USSL Diagram, Doneen’s plot, and Wilcox diagram.

Fig. 4. Seasonal Variations of RSC.

Fig. 5. Seasonal Variations of KR.

Fig. 6. Seasonal Variations of SAR.
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4. Results and discussion

4.1. Irrigation standard

4.1.1. Cl�/HCO3
� ratio

The Cl�/HCO3
� ratio is used for classifying the amount of salin-

ization present in groundwater. Cl�/HCO3
� ratio was classified

based on the numerical values as ‘not affected’ (ratio < 0.5),
‘slightly to moderately affected’ (ratio between 0.5 and 6.6), and

‘severely affected’ (ratio > 6.6) [9]. This indicates the difference in
composition of dissolved salts that’s normally found in groundwa-
ter and it can be used as a useful principle. The Cl�/HCO3

� ratios of
all the groundwater samples have been computed for all the sea-
sons in 2013. None of the samples from the study region has<0.5
and>6.6Cl�/HCO3

� ratios in PRM. During post-monsoon season,
93.75% of the samples were under the ‘slightly to moderately’
affected category and 6.25% of the samples were severely affected
category. Therefore, the majority of the groundwater samples of

Fig. 7. Seasonal Variations of PI.

Fig. 8. Seasonal Variations of MR.

Fig. 9. Seasonal Variations of PS.
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the studied area fall within the range of slight to moderate salinity
affected condition. It may be some anthropogenic activities like
domestic sewage disposal and possible uncontrolled agricultural
practices.

4.1.2. Sodium percent
The amount of sodium present in groundwater is one of the

important parameters to be known for using water for irrigation
purposes. The presence of sodium % in groundwater is calculated
using this formula as follows:

%Sodium ¼ Naþ þ Kþ

Ca2þ þMg2þ þ Naþ þ Kþ � 100

The sodium concentration is expressed using Milliequivalents
per liter (meq/l) [8]. The sodium percentage is exactly 60% and is
the maximum acceptable limit for groundwater. The outcomes
from the tested samples show that certain samples are considered
as good water and the other few samples are within the range of
permitted limit of pre-monsoon and post-monsoon season. The
seasonal variations of Na % are tabulated in 2 [3]. A higher % of
Sodiummay lead to impairment and deflocculation of tilth and soil
permeability.

4.1.3. Index of Base Exchange (IBE)
Schoeller [11] IDE helps in identifying metasomatism in

groundwater. The Chloro Alkaline indices are calculated for
groundwater samples the results from the tested samples may be
positive or either negative based on the interchange of Na+ and
K+ occurrence in groundwater along with Ca and Mg presence in
rocks. The recharge area will have a positive ratio and the dis-
charge area will have a negative ratio [11] gave a suggestion for
2 Chloro Alkaline Indices as CAI-1 and CAI-2 for specifying the
exchange of ions in the environment and groundwater. The CAI-1
and CAI-2 can be calculated using these formulas:

CAI1 ¼ Cl� � ðNaþ þ KþÞ
Cl�

CAI2 ¼ Cl� � ðNaþ þ KþÞ
ðSO4

2� þHCO3
� þ CO3

2� þ NO3
�Þ

The value of CAI-1 ranges between 0.33386 and 0.68016, the
CAI-2 value ranges between 0.83374 and 2.4747. The mentioned
values are tabulated in 3 as follows. From the results from, the
tested samples it was found that almost 95 percent of the selected
sample lies under the negative zone. The remaining values lie
under the positive zone which is evident that the interchange reac-
tion took place in chloro-alkaline equilibrium. The cation inter-
change is the reason for the chemical composition of
groundwater in the selected sample region.

4.1.4. Residual sodium chloride (RSC)
The residual alkalinity of water used for irrigation can be calcu-

lated using the RSC formula as follows:

RSC ¼ HCO3
� þ CO3

2�
� �

� ðCa2þ þMg2þÞ

[13] the value of RSC <1.25 meq per liter is safer for using
groundwater for irrigation and the value ranging between 1.25
and 2.5 meq per liter is known as the minimal quality and the
value ranging >2.5 meq per liter is considered as unsuitable one
for irrigation. The Residual Sodium Chloride value of the selected
sample ranges between �16.39 and �7.1475 meq per liter tabu-
lated in 3 as follows. The groundwater from the selected sample
area for this research is safe and secured for irrigation.

4.1.5. Kelley’s ratio (KR)
Kelley [6] Kelley’s ratio is the ratio of Na+ ion to Ca2+ and Mg ion.

Kelley’s ratio is calculated using the following formula:

Kelleys ratio ¼ Naþ

Ca2þ þMg2þ

A complete balance in the water among Na+, Ca2+, and Mg2+ ions
is displayed using Kelley’s ratio. The Kelley’s ratio with a value higher
than 1 is known as the extended level of Na + ions in water and the
value more one does not for irrigation purposes. The KR value lesser
than one is water perfectly suits for the irrigation process. The KR
value is tabulated in 4 as follows, the value ranges between 0.28
and 0.67. The value of KR in the selected sample area perfectly suits
for irrigation because of the value area lesser than one.

4.1.6. Sodium Adsorption ratio (SAR)
The SAR is used for assisting the alkalinity hazard for the pro-

cess of irrigation water [13] the SAR can be determined using:

SAR ¼ Naþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðCa2þ þMg2þÞ=2

q

Raihan & Alam [3] The SAR value is the best evaluation process for
water which is used for irrigation purposes. The relationship
between SAR used for irrigation and the degree of Na+ level absorbed
by the soil [13]. If water meant for irrigational use is high in Na+ and
low in Ca2+, the cation change complex can become saturated with
Na+. The presence of Na+ in water leads to reduced permeability
and its recurrent use makes the soil impermeable, whereas elevated
Na+ increases the alkalinity of the soil. On the other hand, the pres-
ence of alkali earth salts (Ca2+ and Mg2+) in irrigation water hinders
the harmful effect of sodium by increasing soil permeability. Accord-
ing to the classification of Ayers and Tanji [4], the majority of the
samples of the study area are safe for irrigation (Table 5).

4.1.7. Permeability index (PI)
Irrigation water used for a long period can affect the soil perme-

ability of water due to the influence of Na, Mg, HCO3– , and Ca con-
tent in the soil. [2] proposed a proper PI index for groundwater for
utilizing it for irrigation purpose and the concentration values are
given in milliequivalents per liter and the Permeability index is
expressed using the formula:

Permeability Index ¼ Naþ þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
HCO3

�p

Ca2þ þMg2þ þ Naþ � 100

PI index in the selected sample area was found to be ranging
between 29.59 and 48.51 given in table 6 as follows. All the sam-
ples are categorized as suitable for irrigation (PI < 60) Table 7.

4.1.8. Magnesium ratio (MR)
The Ca and Mg maintain a state of equilibrium level in ground-

water. [12] A higher concentration of Mg in water will disturb the
quality of soil making it alkaline which is capable of decreasing the
yield of the crop. The MR ratio for irrigation of water is given as:

Magnesium ratio ¼ Mg2þ

Ca2þ þMg2þ � 100

Table 5
SAR classification and its variations.

SAR
[4]

Safe for
irrigation (<3)

Increasing Problem for
irrigation (3–9)

Severe problem for
irrigation (>9)

PRM 85% 15% –
POM 87.50% 12.50% –
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An Mg2+ ratio >50 percent is termed as unfit and harmful one
for irrigation. The selected sample area has a lesser value of 3.07
percent and a maximum value of 51.23 percent. From the result,
it was found that the selected sample area has a value of <50 per-
cent which is the best fit for irrigation.

4.1.9. Potential salinity (PS)
Eassa & Mahmood [1] the PS value of irrigation shows that the

suitability of water for the irrigation process is not only dependent
on salt concentration alone. The PS value can be determined using

Potential SalinityðPSÞ ¼ Cl� þ SO4
2�

2

Lower soluble salt content in soil is best suited for irrigation but
the one with a higher concentration of soluble salt may the reason
for increasing salinity in the soil. The PS values range from
4.72 meq/l to 21.47 meq/l. the salinity in the soil is due to chloride
content present in the selected sample area. It makes the ground-
water closely unsuitable for irrigation purposes.

4.1.10. Salinity index
The eligibility of saline content in water used for irrigation pur-

pose are based on a certain condition which includes soil, crop, cli-
mate and adopted method for irrigation, etc. [10] the SI is used for
knowing the water eligibility for water for irrigation. But, to deter-
mine the water salinity levels for which these guidelines are
intended, it is helpful to give a classification scheme.

Fig. 10, shows the salinity classification of groundwater from
the selected sample area. The majority of the groundwater samples
from the selected area are classified as class II (slightly saline) and
class III (moderately saline). However, in the PRM and POM sea-
sons, many samples were not suitable for irrigation from the
selected sample area.

4.1.11. Sodicity index
Sodicity index is a crucial parameter to determine the suitabil-

ity of irrigation water and it is calculated by using SAR. Water with
SAR ranging from 0 to 3 is considered to be good; 3 to 9 causes a
problem for irrigation and is considered not the best water for irri-
gation whereas, SAR that exceeds 9 is considered unsuitable for
irrigation purposes as it causes severe problems. From Fig. 11, in
PRM, MON, and POM seasons water samples containing SAR of
85%, 80%, and 87.5%, respectively, are safe for irrigational use.
But SAR of 15%, 20%, and 12.5% increases the problem for irrigation
in PRM, MON, and POM seasons, respectively. However, none of
the samples were severely problematic for irrigation in the area
under study.

5. Conclusion

The results of the hydrochemical analysis showed that most of
the groundwater samples in the study area were suitable for irriga-
tional purposes. The plot of Cl�/HCO3

� versus Cl- showed that the
studied groundwater is affected by salinity. The chloro alkaline

Table 6
Seasonal variations of PI, MR and PS.

Parameter Permeability Index (PI) Magnesium Ratio (MR) Potential Salinity (PS)

PRM MIN 29.5995 4.28135 9.48421
MAX 49.2334 32.8976 20.271

POM MIN 32.6889 3.075061 8.35798
MAX 48.5181 51.23547 19.6988

Table 7
Classification of salinity index using EC values.

Water class Electrical Conductivity
(EC) ms/cm

Type of water

I (Non-Saline) <700 Drinking and irrigation water
II (Slightly

Saline)
700–2000 Irrigation water

III (Moderately
Saline)

2000–10000 Primary drainage water and
groundwater

IV (Highly
Saline)

10000–25000 Secondary drainage water and
groundwater

V (Very High
Saline)

25000–45000 Very highly saline

VI (Brine) >45000 Sea water.

Fig. 10. Salinity Index for the groundwater samples of the study region.
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indices results illustrate the exchangeable mechanism that has one
of the responses for the chemical composition of groundwater in
the studied area. According to the results of %Na, RSC, KR, SAR,
PI, MR, Salinity index, and Sodicity index, groundwater of the study
area is safe and fit for irrigation. However, the results of PS and
Sodicity index indicate that the groundwater was of marginal qual-
ity for irrigation purposes. The outcome of this study will be very
useful in the sustainable development of groundwater resources
and also will help planners and policymakers in developing
schemes to solve similar problems elsewhere.
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a b s t r a c t

Groundwater is an essential source of water due to its substantial use of domestic, irrigation and indus-
trial purpose. The present study was pointed to examine the groundwater quality of groundwater in pre-
monsoon and post-monsoon seasons on the year of 2013 at Pennagaram block of Dharmapuri district,
Tamilnadu. A few groundwater samples of the study area were analyzed for their physico-chemical
parameters (APHA, 1998). The spatial distribution map provides a clear explanation for hydrochemical
characteristics of groundwater quality for domestic and irrigational purpose in both the seasons. The
results of showed the most of the groundwater samples in the study area showed that the pH is slightly
acidic to alkaline in nature. The TDS and EC content of the samples in PRM and POM were measured and
found 80% of the samples within the WHO limit (1500 mg/L). The water constituents are highly adjusta-
ble with respect to cationic and anionic constituents. However, to summarize the average of cations is
Ca2+ ˃ Na+ ˃ Mg2+ ˃ K+ and anions are Cl-> HCO3 > SO4 > NO3 > F. The spatial analysis output indicates
that in some stations there is need for some degree of treatment for groundwater in the study area before
consumption.
� 2019 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the International Confer-
ence On Impact Of Innovations In Science And Technology For Societal Development: Materials Science.

1. Introduction

[11] Water is the main constituent of Earth’s hydrosphere and a
transparent and tasteless fluid which is considered the most
important one for living organisms. It plays a vital role for all
organisms in their day-to-day life. Groundwater is the water that
is resent under the earth’s surface where it occupies all or a small
part of void spaces in between soils. In the case of the environment,
groundwater plays a significant role by keeping the water level and
also responsible for the flow of rivers, wetlands, and lakes.

Water for drinking is the basic need for an organism living on
the Earth. In recent times due to pollution in water and over-
extraction of water, it has become an unavailable one for mankind.
Groundwater is an important natural resource for mankind and it
also plays a significant role in the economy of many nations. Water
is the basic need for irrigation and the food industry. From a study,
it was found that nearly 320 Billion Gallon was consumed by man-
kind on a daily basis from which almost 77 billion gallons of water

are consumed from Groundwater by mankind for a day. So the
extraction of groundwater is the mandatory one for mankind.

[25] in India, around 90 percent of water is extracted from the
ground and used for irrigation. Around 60 percent of irrigation is
supported by groundwater supply and almost 90 M rural house-
holds directly or indirectly dependent on groundwater for irriga-
tion. The water quality can be identified by its chemical,
physical, and biological parameters. In a study, it was found that
nearly 80 percent of disease worldwide is caused because of poor
drinking water.

Federation, Water Environmental, and American Public Health
Association. ‘‘Standard methods for the examination of water and
wastewater.” American Public Health Association [7], Contamina-
tion of Fluoride in Groundwater is considered a serious issue in
many parts of the world. The reason for fluoride contamination
in groundwater is due to dissolving materials containing fluoride
such as cryolite, hydroxyapatite, fluorspar, etc.

[9] Some others reason for fluoride contamination in groundwa-
ter was found to be due to fertilizers used for agricultural purpose,
pesticide, and sewage discharge also considered as the reason for
increased fluoride substance in groundwater.

https://doi.org/10.1016/j.matpr.2021.07.484
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[8] Fluoride is found in all regions of the earth’s surface, due to
its occurrence as compounds and complexes. Fluoride enters
groundwater due to weathering of minerals which contains fluo-
ride substance and by which it enters into the surface of the water
and sometimes through direct contact.

Contamination of fluoride in groundwater can be identified by a
human being when they under certain symptom for fluorosis and it
is one of the endemic diseases which may occur due to high intake
of fluoride by water, and by food with a level of 1.5 mg per liter or
above.

Fluorosis in teeth may affect the enamel and fluoride sub-
stances above 10 mg per liter may cause a pathological change in
the bones of human beings which leads to skeletal fluorosis.

In India almost 61.5 M people at high risk of fluorosis. 17 states
across India was listed as states with endemic for Fluorosis. Even
states in the southern part of India Tamil Naud was also one among
the state on the list. In Tamil Nadu, High Fluoride Contamination in
Groundwater was found in the districts of Salem and Dharmapuri.
Pennagaram block of Dharmapuri district was taken for our study.

2. Study area

2.1. Profile of the study area

The area of study for this proposed research lies between the
longitude of 770�460 to 78�40 and the Northern latitude of 11�530

to 12�190. Fig. 1 represents the plain area covering about
604.48 km square. The specific area selected for this study includes
the Pennagaram Block that belongs to the District of Tamil Nadu
named ‘Dharmapuri’. The main source of water in this area is the
seasonal rainfall in the monsoons. The average yearly rainfall for
this area is about 902 mm. But during the period of 2013 to
2014, the rainfall in this region was recorded for 757 mm only. This
area of study lies within the region of Archean Crystalline Rock and

the groundwater in this region is affected due to fractured rocks.
The temperature in this area is up to 36 �C and during the winter
season, the temperature is found to be between 12 and 16 �C.

2.2. Geomorphology

Dharmapuri district lies 455 m above sea level and the climate
in this region is termed as Tropical climate. The western part of
Dharmapuri district which connects to Pennagaram, has a hill
range of Mysore plateau. The southern region of the district is bor-
dered by Shervaroy Hill.

2.3. Hydrogeology

The Dharmapuri District is beneath Archean Crystalline meta-
morphic rock formed with alluvial deposits of limited vertical
and areal extents alongside to main rivers. The major Aquifer setup
in the Dharmapuri District is comprised of;

� Semi and un- consolidated formation of sediments
� Broken and weather rocks of crystalline

The areas beneath crystalline rock would have a limited source
for underground water due to fracturing and weathering of rocks
which occur in the zone. The Hard Rock Aquifers are heteroge-
neous in nature, which can be identified by their composition, tex-
ture and lithology. The presence of groundwater beneath the
phreatic surrounding in weathered and through semi to confined
state and by fissured and fractured regions of the rocks. The
Weathered material thickness will either be lesser to 1 m below
ground level (bgl) or more than 20 m below ground level.

The locations for the study were selected randomly, so that the
sample locations are spread all over the Pennagaram block.
Groundwater samples were collected, and their respective latitude

Fig. 1. Study area Location map.
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and longitude were noted using GPS Essentials App in android
Smartphone Redmi 2. Then, each sample location was marked
out on the digitized base map using the software ArcGIS 9.3.

3. Materials and Methods

For this research, a total of 80 underground water samples were
collected from bore wells and hand pumps across several locations
of Pennagaram block, during the pre-monsoon season in May 2013
and the post- monsoon season in May month of 2013. The col-
lected samples of water were taken in sterilized bottles having
the capacity of containing 2 Liters, without any air bubbles. The
collected samples were first examined in order to assess it for
the physico-chemical process as per the standard procedure rec-
ommended by the APHA method. The spatial distribution map
was drawn using GIS (ArcGIS 9.3) software. See (Table 1).

4. Results and discussion

4.1. pH

pH shows the negative logarithm of hydrogen ion concentration
in water and it is considered as the degree for hydrogen ion con-
centration. The pH of an aqueous solution with a value below 7
is termed as acidic and the pH value above 7 is termed as alkaline
or a basic solution. The one with an exact pH value of 7 is termed as
a neutral solution. The pH value of the selected sample of ground-
water contains the value ranging between 6.95 -8.14 & 6.92–8.21
during both pre and post-monsoon seasons, respectively. The pH
value of groundwater of the selected sample is within permitted
range of 6.4–8.4. The pH values of selected groundwater samples
are illustrated in Fig. 2 and in Table 2, for all seasons.

4.2. Electrical conductivity (EC)

The conductivity of water refers to the ability of water to con-
duct electric current. Pure water is not considered a good conduc-
tor of electricity. Electric current is transported to water by ions
present in the solution.

[6] The Electrical Conductivity and Total Dissolved Solid (TDS)
values are contributed for geochemical activity which includes
the exchange of ions, weathering of silicate rocks, interaction with
water, and also for anthropogenic activity.

The Electrical Conductivity value ranges between 1264 and
2381 micro siemens per centimeter (ms/cm) and 1222–2490 ms/c
m, during both pre and post monsoon seasons. The results are
given in Table 2 and the graphical representation is given in
Fig. 3. According to the World Health Organization (WHO report)
the Mean value in the selected area was above the permitted value.
The value during the post-monsoon season was found to be 18.75%
and during pre-monsoon, it was 6.25%. The Electrical Conductivity
in the selected study area of this research was above the permitted
limit.

4.3. Total dissolved solids (TDS)

TDS is measured as volume of water with the unit milligram per
liter. This may also be the reason for reducing the taste of water.
The presence of TDS is due to sewage, agricultural run-off and
wastewater from industries. The presence of Total Dissolved Solids
in water may not affect a healthy human being, but a higher con-
centration of TDS will affect people those who are suffering from
heart disease and kidney disorders. The Total Dissolved Solids val-
ues are shown in Table 2 and the variation of TDS is illustrated in
Fig. 4. The Total Dissolved Solids mean value is 1322 mg per liter

during pre-monsoon and during post-monsoon the value raised
to 1204 mg per liter. The TDS content of 80.25% of the samples
in PRM and 88.75% of the samples in POM, were found to be within
the WHO limit of 1500 mg/L.

4.4. Total alkalinity

Alkalinity is an extent of neutralizing the acidic capacity of
water. The Compounds of Alkaline in water include carbonates,
bicarbonates and hydroxide without H + ions which reduces the
acidity level in the water.

[3] Measuring the Alkalinity level in water is very important.
The polyatomic anion (HCO3–) will not cause any ill effect yet
the level in water should not rise above 300 mg per liter. The sea-
sonal variation of Total Alkalinity has shown in Table 2 and is also
illustrated in Fig. 5.

4.5. Total hardness

Calcium and Magnesium origins are the major reasons for the
hardness of the water. The total hardness of water consists of car-
bonate hardness and non-carbonate hardness. Carbonate hardness
contains the portion of the calcium and magnesium ions that
would combine with bicarbonate and carbonate ions present. This
is known as temporary hardness and this could be removed by
boiling the water. The non-carbonate hardness, which is also
known as permanent hardness, is the difference between the total
hardness and the carbonate hardness. This is caused by the amount
of calcium and magnesium ions that would normally combine with
the sulfate, chloride, and nitrate ions, and the slight hardness effect
of other minor constituents. This type of hardness cannot be
removed by boiling of the water [5]. The seasonal variation of total
hardness is shown in Table 2. The total hardness (TH) values of
7.5% of the samples (560 to 1022 mg/L) in pre-monsoon season
and 12.5% of the samples (510 to 1022 mg/L) in post-monsoon sea-
son were within the allowable limit of 300 to 600 mg/L. This is due
to the presence of alkaline earth metals such as calcium and
magnesium.

4.6. Calcium

In hydrochemistry, increased Ca2+ ion concentration with
increased total dissolved solids is due to the gradual dissolution
of carbonate minerals or Ca2+ bearing minerals in aquifer (Kim,
et al. 2001 and Sujatha, 2003). During post-monsoon season, the
Ca2+ concentration varies from 156 to 333.2 mg/L with the mean
of 241.4 mg/L and pre-monsoon Ca2+ varies from 154 to 353 mg/
L and the mean of 254 mg/L (Table 2). The seasonal variation of
Ca2+ ions can be drawn from Fig. 6.

4.7. Magnesium (Mg)

Magnesium (Mg) is calculated from Total hardness and calcium
ion concentration. [10] Clay Stone is the reason for the presence of
Mg ion in groundwater in the selected area of research. In the
selected area, the Mg value in groundwater was ranging from
8.40 mg per liter to 63.85 mg per liter in pre-monsoon and from
5.144 mg per liter to 71.11 mg per liter in the post-monsoon sea-
son (Table 2). The variation of Mg ion concentration in the selected
samples during the studied seasons can also be illustrated graphi-
cally, from Fig. 7. According to the WHO report in this selected
area, the Mg value during winter was 6.25% and during the dry sea-
son, the Mg value extends the permitted limit up to 50 mg per liter.
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Table 1
Details of the sample locations.

Sample no Station Name Station ID Latitude (N) Longitude (E)

1 Pikkili Malaiyur 12�13049.7600N 78� 1028.2200E
2 Pikkili Pikkili 12�14030.1500N 78� 0037.1100E
3 Pikkili PEariyur 12�14055.6200N 78� 0021.9400E
4 Panaikulam Nagamarathupallam 12�15038.5000N 78� 3019.1100E
5 Panaikulam Thirumalvadi 12�15015.1300N 78� 3029.2400E
6 Panaikulam Panaikulam 12�13048.3000 N 78� 309.7900E
7 Giddanahalli Giddanahalli 12�14041.9400N 78� 3026.0000E
8 Veppilaihalli Veppilaihalli 12�13026.8600N 78� 2044.4000E
9 Veppilaihalli Valloor 12�12036.4800N 78� 2048.0200E
10 Acharahalli Thotlampatti 12�1405.3600N 78� 3053.5800E
11 Acharahalli Acharahalli 12�13030.3500N 78� 4019.8100E
12 Acharahalli Ettiyampatti 12�13012.0900N 78� 3056.9400E
13 Acharahalli Palayapauparappatti 12�1304.8400N 78� 3030.3300E
14 Madehalli Matheyhalli 12�12030.2300 N 78� 3030.1800E
15 Madehalli Pilapanaikanahalli 12�12027.4500N 78� 3046.6100E
16 Onnappagoundanahalli Kochahalli 12�11055.0400N 78� 3022.7600E
17 Onnappagoundana Sitlakarmpatti 12�11039.4200N 78� 3016.1300E
18 Velampatti Velampatti 12�11036.2900N 78� 3053.3800E
19 Pallipatti Pallipatti 12�11025.5000N 78� 4026.2800E
20 Thithyoppanahalli Manneri 12�11019.1900N 78� 201.8300E
21 Thithyoppanahalli Sanjeevapuram 12�11048.1200N 78� 1023.9700E
22 Thithyoppanahalli Gandhipuram 12�10052.5200N 78� 1013.0100E
23 Billiyanoor Pikkampatti 12� 9010.2200N 78� 0023.7200E
24 Billiyanoor Thalappallam 12� 809.9600N 77�59058.6100E
25 Billiyanoor Nagathasampatti 12� 8020.7600N 77�59023.0800E
26 Anjehalli Palinjacharahalli 12� 8024.3400N 77�5707.9100E
27 Anjehalli Sinnaperamanur 12� 8027.5200N 77�5800.4800E
28 Mangarai Nallampatti 12� 7043.4600N 77�57015.1700E
29 Mangarai Mangarai 12� 6054.4800N 77�55043.8500E
30 Mangarai Vannathippatti 12� 7041.2000N 77�56013.3300E
31 Paruvathanahalli Paruvathanahalli 12� 7044.0600N 77�54055.0800E
32 Paruvathanahalli Kodiyur 12� 7012.1500N 77�54041.6100E
33 Paruvathanahalli Erankadu 12� 808.4300N 77�54015.7200E
34 Sathiyanathapuram Aanaikkallanoor 12� 702.4400N 77�5504.2800E
35 Sathiyanathapuram Mottuppatti 12� 6045.5400N 77�55016.9400E
36 Sathiyanathapuram Kottavoor 12� 6021.3600N 77�55035.0000E
37 Kukuttamaruthahalli Valakkamparai 12� 4012.0700N 77�5508.5700E
38 Kukuttamaruthahalli Naikanoor 12� 5032.9600N 77�5504.8900E
39 Vattuvanahalli Kadaikkarisikottai 12�10034.7200N 77�5508.5300E
40 Vattuvanahalli Kottuppatti 12�11032.5700N 77�55048.8900E
41 Vattuvanahalli Marukkarampatti 12�11043.1000N 77�57016.2100E
42 Koothappadi Madam 12� 7025.1100N 77�53011.8000E
43 Koothappadi Puthur 12� 6021.7700N 77�5209.4300E
44 Koothappadi Agraharam 12� 6054.2200N 77�52052.9900E
45 Koothappadi Ootamalai 12� 7040.7800N 77�46012.1700E
46 Manjanaickanahalli Manjanaickanahalli 12� 5051.4300N 77�57012.6600E
47 Manjanaickanahalli Chinnakadamadai 12� 3055.5700N 77�56033.0000E
48 Manjanaickanahalli Pudhuppatti 12� 2052.8600N 77�57027.3800E
49 Chinnapatti Chinnamballi 12� 0024.5000N 77�57059.2500E
50 Chinnapatti Tholur 12� 0043.8000N 77�5808.4500E
51 Arakasanahalli Kannnampalli 12� 204.3700N 77�59043.8500E
52 Arakasanahalli Arakasanahalli 12� 2014.5000N 77�59051.0600E
54 Gendenahalli Kavakarankottai 11�55049.5700N 77�54054.9600E
55 Perumbalai Perumbalai 11�57058.8300N 77�56032.9700E
56 Perumbalai Boothanaickanahalli 11�59045.1100N 77�57045.5100E
57 Kalappambadi Thalihalli 12� 2032.3900N 77�56035.7300E
58 Kalappambadi Kalappambadi 12� 203.2900N 77�56012.6300E
59 Kalappambadi Koppalur 12� 1054.3700N 77�5603.1400E
60 Senganur Senganur 12� 5052.2100N 77�5402.3600E
61 Senganur Rajavur 12� 5027.9800N 77�54018.6200E
62 Nagamarai Nagamarai 11�55042.0200N 77�46015.9800E
63 Nagamarai Neruppur 11�57050.8900N 77�46052.8400E
64 Sunchalnatham Dhinnapellur 12� 0010.0000N 77�47035.6200E
65 Sunchalnatham Eariyur 12� 0057.9500N 77�4808.3000E
66 Sunchalnatham Pattukkarankottai 12� 1025.4300N 77�48031.4500E
67 Ajjanahalli Ajjanahalli 12� 2018.1600N 77�48048.7300E
68 Ajjanahalli Vathalapuram 12� 3025.8300N 77�49053.7800E
69 Kodihalli Manthamedu 12� 502.6800N 77�50055.9800E
70 Kodihalli Jakkampatti 12� 605.5800N 77�51041.8300E
71 Donnakuttanahalli Donnakuttanahalli 12� 0038.0300N 77�53041.9800E
72 Donnakuttanahalli Aththimarathur 12� 0014.7500N 77�5302.7500E
73 Donnakuttanahalli Begiumputhukadu 12� 1032.6200N 77�52052.9900E
74 Ramakondanahalli Malaiyanoor 11�59040.8100N 77�4902.9900E
75 Ramakondanahalli Ramakondanahalli 11�5805.4200N 77�48026.4000E
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Table 1 (continued)

Sample no Station Name Station ID Latitude (N) Longitude (E)

76 Manjarahalli Sithirappatti 11�56034.5900N 77�50029.8000E
77 Manjarahalli Sellamudi 11�56024.6600N 77�50012.0700E
78 Manjarahalli Narasimedu 11�56012.1200N 77�49058.6000E
79 Badrahalli Oothupallathur 11�55046.2400N 77�52057.9000E
80 Badrahalli Poochoor 11�5602.0700N 77�5107.6800E

Fig. 2. Spatial distribution of pH values for the selected groundwater samples.

Table 2
Description of the analyzed chemical components from 80 sampling stations.

S.No Parameters Unit Pre-Monsoon (PRM) Post-Monsoon (POM)

Min Max Mean Std Min Max Mean Std

1 Ph – 6.95 8.14 7.43 0.27 6.92 8.21 7.386 0.288
2 EC ms/cm 1264 2381 1905 277 1222 2490 1735 286.4
3 TDS mg/L 877 1652 1322 192 847.8 1728 1204 198.7
4 TH mg/L 560 1022 768 108 510 1022 696.9 111.6
5 TA mg/L 125 319 191 35.8 120 296 179.2 36.44
6 Cl- mg/L 318 686 526 100 276 659 466.2 97.25
7 SO 2-4 mg/L 33 109 70.1 16.7 30 110 68.44 18.35
8 Ca2+ mg/L 154 353 257 41.5 156 333.2 241.4 39.19
9 Mg2+ mg/L 8.403 63.85 31.28 12.52 5.144 71.11 22.96 10.98
10 NO -3 mg/L 14.2 49.3 33.4 6.98 13.4 45 29.95 6.559
11 PO 3-4 mg/L 0.79 3.1 1.21 0.39 0.24 2.45 1.024 0.439
12 F- mg/L 0.24 3.33 1.44 0.78 0.32 2.98 1.347 0.682
13 K+ mg/L 3 35 8.41 5.65 3 40 8.1 5.444
14 Na+ mg/L 91 271 150 39.9 80 222 142.2 35.85

Fig. 3. Spatial distribution of EC values for pre and post-monsoon seasons.
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4.8. Sodium

Among the alkalis, Sodium is a predominant chemical con-
stituent of natural water. The Sodium level in the earth’s crust is
2.27% making it the 7th most abundant element on Earth. Sodium
is one of the necessary elements for animals as well as plants. Gen-
erally, sodium is an important constituent in drinking water. The
sodium ion concentration ranges from 73 to 283 mg/L in summer,
from 80 to 222 mg/L in the rainy season, and from 91 to 271 mg/L
in winter season (Table 2). The seasonal variation of sodium ion
concentration can also be illustrated graphically, from Fig. 8.
According to the World Health Organization report, the maximum

level of Sodium must be 200 mg per liter, but in the selected area
during the summer season the sodium level raised more than the
permitted level up to 16.25%, 10% during rainy season, and 8.75%
during winter season. (Thivya et al., 2013) Excess amount of
sodium, potassium, and magnesium constituents shows evidence
of granite-water interaction of them, i.e. the ions exchanging from
granite to water.

4.9. Potassium

About 2.4 % of the mass of earth’s crust is filled with potassium
and it is considered equal to sodium in earth’s crust. When com-

Fig. 4. Spatial distribution of TDS for pre and post-monsoon seasons.

Fig. 5. Spatial distribution of Bicarbonate ions for pre and post-monsoon seasons.

Fig. 6. Spatial distribution of Calcium ions for pre and post-monsoon seasons.

K. Vijai and S.M. Mazhar Nazeeb Khan Materials Today: Proceedings 48 (2022) 535–544

540



paring potassium with sodium, potassium is present in lesser con-
centrations in water and it is also a necessary element for animals
and plants. The variation of potassium concentration during sea-
sons is shown in Table 2 and shown graphically in Fig. 9. The value
of potassium in the selected area ranges from 3 to 35 mg per liter
and from 3 to 40 mg per liter in pre and post-monsoon seasons,
respectively. According to the World Health Organization report,
the permitted level of potassium in groundwater has to be 12 mg
per liter, but in the selected sample it was found elevated up to
17.5% and 16.25% during pre and post-monsoon seasons, respec-
tively. (WHO permit level given in mg/L but comparison of results
done in %)

4.10. Chloride

Chloride is a major anion in the study area. Most of the chlo-
rides are salts that are either formed directly by the union of chlo-
rine with a metal or formed by the reaction of hydrochloric acid
with metals. Chloride salts include Sodium Chloride, calcium chlo-
ride, potassium and ammonium chloride. In the selected sample,
sodium chloride is highly found. The chloride in groundwater is
due to the deposit of halite. The taste of water becomes salty when
the chloride level exceeds 100 parts per liter (ppm). [3] plants can
grow with less amount of chloride element in it. Animals may con-
sume water that has a chlorine level of 4000 parts per liter.

Fig. 7. Spatial distribution of Magnesium ions for pre and post-monsoon seasons.

Fig. 8. Spatial distribution of Sodium ions for pre and post-monsoon seasons.

Fig. 9. Spatial distribution of Potassium ions for pre and post-monsoon seasons.
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In the selected study area the chloride level present during
monsoon, pre and post-monsoon seasons is illustrated in Table 2.
According to World Health Organization Report, the Chloride value
during pre and post-monsoon must be within the limit of 200–
1000 mg per liter and in the study during monsoon, it was found
to be 7.25% which is below the permitted level. The total hardness
(TH) values of 7.5% of the samples (560 to 1022 mg/L) and 12.5% of
the samples (510 to 1022 mg/L) in pre and post-monsoon seasons
respectively, were within the allowable limit of 300 to 600 mg/L
(Table 2). Fig. 10 shows the graphical representation of the varia-
tion of chloride ion concentration among samples during the stud-
ied seasons. This is due to the existence of alkaline metals like
Magnesium and Calcium. (WHO permit level given in mg/L but
comparison of results done in %).

4.11. Sulfate

The source of Sulfate is from Sulphide ores, anhydrite and gyp-
sum. The higher presence of Sulfate through Na and Mg ions is the
reason for the bitterness of water.

[11] found the presence of sulfate which was due to usage of
agricultural fertilizers and due to the replacement of sulfate to Sul-
phur that takes place in groundwater. Sulphate is capable of reduc-
ing bacteria which further gives hydrogen sulphate that creates an
unpleasant odor in the water while drinking and it also increases
the corrosiveness of pipes and metals. The variation of sulphate
during all the seasons in the study area has been shown in Table 2
and is graphically represented in Fig. 11. The sulphate ions range
from 33 to 109 mg/L in summer (pre-monsoon) and 30 to
110 mg/L in the winter (post-monsoon) seasons. All the samples
were analyzed for the presence of free sulphate ions and were
found to be within the permitted limit suggested by the World
health organization (WHO) and Bureau of Indian Standards (BIS).

4.12. Nitrate

(Kantharaja et al., 2012) Nitrogen is one of the most abundant
elements in our earth’s crust, and it is crucial to life. Nitrogen
can be found in soil, in plants, in the water we drink and also in
the air we breathe. Excess nitrogen in drinking water may lead
to several diseases like blue baby syndrome among children and
gastric ailments. An excessive concentration of nitrate affects the
health of both mankind and animals. Nitrate content varies from
14.2 to 49.3 mg/L and 13.4 to 45 mg/L in pre and post-monsoon
seasons, respectively (Table 2). Fig. 12 shows a graphical illustra-
tion of the varied concentrations of nitrate ions in samples during
the seasons of pre and post-monsoon. During the pre-monsoon
season, only 5% of the samples and in the post- monsoon season

1.25% of the samples, had nitrate content above the maximum
allowable limit of 45 mg/L as prescribed by WHO and BIS.

[4] The anthropogenic impact was found in the selected study
area due to the presence of high contamination of nitrate in
groundwater.

4.13. Phosphate

The dissolved forms of phosphate and phosphorus found in nat-
ural water and fromwastewater is a significant parameter for anal-
ysis of water quality. The ground and surface water get
contaminated by anthropogenic and natural means of phosphates.
The natural form of phosphorus in groundwater helps in the natu-
ral decomposition of minerals and rocks. But, when there is
exceeded amount of phosphate in water, it may cause eutrophica-
tion of rivers and lakes.

[1] Bacteria are the reason for the scarcity of dissolved oxygen
in water bodies. All the phosphate values of groundwater samples
in the study area are within the permissible limit (5 mg/L). Table 2
illustrates the seasonal variations of phosphate.

4.14. Fluoride

The Fluoride concentration in the selected area was not uni-
formly present in groundwater. The source of fluoride in the
selected sample is the presence of fluoride containing rocks and
minerals which include apatite, topaz, fluorite, tourmaline, etc.

[2] Due to chemical weathering, the above minerals serve as
good sinks for fluoride ions in ground water.

Fluoride concentration ranges from 0.24 � 3.33 mg per litre and
0.32–2.98 mg/L in pre and post- monsoon seasons, respectively
(Table 2). Besides, a graphical illustration of the concentration vari-
ation of fluoride ions can be drawn from Fig. 13. During pre-
monsoon season 49.75% of the samples and in post- monsoon sea-
son 47.5% of the samples were above the maximum allowable limit
of 1.5 mg/L. On the other hand, 7.5% of the samples in the pre-
monsoon season and 10% of the samples in the post-monsoon sea-
son were below the required limit of 0.5 mg/L. Fluoride for both
lower and higher concentrations in drinking water causes health
impacts (dental and skeletal fluorosis). The study indicates that
most villages of the study region need the awareness of fluorosis.

5. Conclusion

The foremost data for groundwater EC, TDS, pH, and cations and
anions were given in Table 2. Groundwater pH is slightly acidic to
alkaline in nature. It varies between 6.95 and 8.14 with a mean of
7.43 in PRM and 6.92 to 8.21 with a mean of 7.38 in POM seasons.

Fig. 10. Spatial distribution of Chloride ions for pre and post-monsoon seasons.
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The TDS average concentration of 1322 mg/L in pre-monsoon and
1204 mg/L in the post-monsoon season. The TDS content of 80.25%
samples in PRM and 88.75% samples in POM were measured and
found to be within the WHO limit (1500 mg/L). Water constituents
are highly adjustable considering the cationic and anionic con-
stituents. However, to summarize the average of cations is Ca2+
˃ Na+ ˃ Mg2+ ˃ K + and anions is Cl-> HCO3–> SO42->NO3– > F-.
However, this analysis may vary from one observation to another
and it depends on the spatial location, where the sample was taken
which in turn is a function of climate, anthropogenic activities, etc.
The spatial analysis output indicates that in some stations of the

study area there is a need for treatment for groundwater to some
extent, before consumption. The present study supports to under-
stand the quality of groundwater as well as to progress with suit-
able controlling practices for protection and preservation of the
groundwater sources.
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The heterocyclic chemistry is never ending and ever-growing subject. Pyrazole, a heterocyclic molecule, which leading  the pharmaceu-

tical business due to their immense    therapeutic activities. Due to the potential biological activities of the pyrazole compounds, more 

research work is being conducted on these molecules and which further leads to the  large investment on pyrazoles followed by invention 

of new potential drugs.  An array of   pyrazole benzamides  (8a-8s) were  prepared by reacting  pyrazole hydrazides  with different 

aldehydes and among the synthesized molecules 8g and 8i was the lead molecules. Structures of 8a-8s were confirmed by 1H NMR, LC-

MS and IR spectroscopy and its biological activities were studied by molecular docking study and study shows almost all molecules have 

the activity for rheumatoid arthritis disease.  

   INTRODUCTION 

The heterocyclic chemistry is greatest prime concern and interesting part of the organic chemistry, this is due to its theoretical insinuations 

and its wide business applications. Heterocyclic molecules are inherently having some therapeutic activities, which further increasing while 

fusing with other ring systems which results in the enhancement of biological activity. Among the heterocyclic molecules, pyrazole moiety 

is special scaffold which demonstrates the diversity biological activities like anti-arthritic, anti-tuberculosis, anaesthetic, hypnotic, anti-

viral, anti-inflammatory and much more. As the result, research scientists and research investors like NCE and NDD organizations (New 

chemical entities and new drug discovery respectively) are being showing very special interest towards the synthesis of heterocyclic mole-

cules especially compounds containing pyrazole heterocycles. The pyrazole molecules are generally being prepared by the reaction of 

unsaturated aldehyde with hydrazine.  

 Organic molecules are massive significant in our daily life and it is being primarily used in pharmaceutical, agrochemicals and veterinary 

products etc. In the field of organic chemistry, Heterocyclic compounds are being account for the largest  family of organic molecules. 

Pyrazoles of heterocyclic family dominantly lead the pharmaceutical industry, the drugs made up of pyrazole rings are used to treat different 

diseases and examples for the few are Celebrex (arthritis and acute pain), Crizotinib (non-small cell lung cancer), Difenamizole (Anti-

inflammatory), Epirizole (Anti-inflammatory), Lonazolac (Rheumatic pains), Ruxolitinib (Myelotibrosis) and Tosasertib (Aurora kinase 

inhibitor).  Before moving to clinical trials, it will be easier and time saving and money saving process would be “in silico” method.  

To evade the drug development cost and to speed the early phase of drug discovery works, virtual screening is the best and cost-effective 

method. Structure based drug design method is the best among the exiting other kind of drug design methods due to its highest reliability. 

While discussing about the structure based drug design, the main and important tool to study the orientation of molecules is molecular 

docking, also it is largely being the more used method in the area of structure-based drug design.  The relation of molecule and ligand 

protein is the bottle neck in the area of molecular docking.  The data base for the molecular docking is Protein Data Bank (PDB), which 

clearly demonstrates the three-dimensional structural data of large biological molecules, such as proteins and nucleic acids. Based on the 

literature review, the protein data bank RCSB (PDB) chooses the 6NIX protein since the protein- ligand interaction of 6NIX is good for the 

synthesized molecules. 8g and 8i compounds were bound strongly with hydrogen bonds present in GLU-128, ILE-127 and VAL-159, 

LAL129, LEU-147 and THR-157 amino acid residues. The compound 8g and 8i docking with protein 6NIX having more docking score 
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such as -5.315 Kcal /mol and -4.561 Kcal /mol hence 8g and 8i are claimed more active compounds. In this paper we present, synthesis and 

docking studies of innovative pyrazole hydrazides and their biological activity study using molecular docking method. 

                                                                              

EXPERIMENTAL 

The prepared molecular were elucidated and confirmed by proton NMR , Infrared spectroscopy and by LC-MS and the analysis was done 

in private college. Melting points of  synthesized molecules were measured in an uncorrected open capillary tubes and IUPAC nomen-

clature were followed for newly synthesized molecules. Molecular docking study for the synthesized molecules were screened using 

Schrodinger software at Queen Mary’s college. As the preliminary assessment, progress of all below reactions were  ascertained by TLC. 

Synthesis of 1,1,3-tricyano-2-amino-1-propene (1). Dicyanomethane  (50 g, 0.75 mmol) and  ethyl alcohol (250 ml) was added to a 

clean RBF and it cooled to 5-10 ºC and portion wise KOH (14.025, 0.25 mmol) was added and heated to 50-55 ℃ for 30 minutes, the 

mass was cooled to 25-30 ºC and solid was filtered. The solid was dissolved in  water (200 mL), hydrochloric acid was added and pH 

adjusted to 2-3, the obtained solid was filtered to give compound I.  Color of the solid; Off white and % of yield 45; 1H NMR (400MHz 

DMSO-d6, δppm): 9.08 (s, 1H), 8.99 (s, 1H), (3.85, 2H) m/z: 131.0 [M]- 

Synthesis of  5-Amino-3-(cyanomethyl)-1H-pyrazol-4-yl cyanide (2). To a stirred solution of compound I (45g, 0.34 mmol) in 450 ml 

of water, added hydrazine hydrate ~50% (25g, 0.39 mmol) slowly, the reaction mass temperature was raised to 90ºC and stirred for 3 h, 

after completion of the reaction, the solid was filtered at 25-30 ℃ and washed with water to give 38g of Compound 2; Color of the solid: 

Brown  and % of yield 78. 1H NMR (300MHz DMSO-d6, δppm): 12.00 (s, 1H) 6.5 (s, 2H) 3.94 (s, 2H) m/z: 149 [M] + 

Synthesis of 3-amino-5-(carboxymethyl)-1H-pyrazole-4-carboxylic acid (3). Aq.Sodium hydroxide solution (12M, 60 mL) was added 

to Compound 2 (35 g, 0.24 mmol) at ambient temperature. The reaction was refluxed for overnight. The pH of the reaction was adjusted 

to ~2-3 further the obtained solid was filtered and filtrate was concentrated under vacuum to get 35g of compound 3 as grey solid with 

66% yield.1H NMR (300MHz DMSO-d6, δppm): 11.89 (m, 3H), 5.71 (m, 2H), 3.55 (m, 3H) m/z: 186 [M] + 

Synthesis of 5-Amino-1H-pyrazol-3-ylacetic acid (4).  Water (700 ml)  was added to  Compound 3 (28 g, 0.15 mmol) and the slurry 

was maintained under stirring condition at RT for 5 minutes, then reaction  temperature raised to 60 ºC for  5h. The reaction was evaporated 

till complete concentration dryness to yield compound  4 and color of the solid is brown solid.  1H NMR (300MHz DMSO-d6, δppm): 

7.30 (m, 1H), 5.25 (s, 1H), 3.30 (s, 2H) mass: 142.3 [M] + 

Synthesis the methyl ester of 5-Amino-1H-pyrazol-3-ylacetic acid hydrochloride (5). Methanol was charged to RBF having com-

pound 4 (20g, 0.14 mmol) and to this stirred solution added thionyl chloride slowly (54.72 g, 0.45 mmol) at 0-5 °C and stirred for 4 hours 

and filtered the material. 1H NMR (300MHz DMSO-d6, δppm): 10.72 (m, 3H), 5.91 (s, 1H), 3.8 (s, 2H), 3.63 (s, 3H) m/z: 156.2 [M] + 

Synthesis of  methyl 2-(3-(4-chlorobenzamido)-1H-pyrazol-5-yl)acetate (6). DMF (110 mL), DIEA (22.04 g, 0.161 mmol) was stirred 

and to this clear solution added 2-fluoro-5-bromo benzoic acid (15.02g, 0.073 mmol) and the reaction mass was cooled to 0-5 ℃, in 

portion wise EDC.HCl (20.09g, 0.11 mmol) was added followed by HOBt (13.58g, 0.109 mmol). To this slurry, further compound 5 

(amine) 13.781g, 0.073 mmol) was added and maintained for 30 minutes. The reaction was quenched with water and the product was 

extracted with ethyl acetate and it evaporated to dryness and further n-heptane was added and the solid was filtered to get Compound 6, 

11.01g; brown solid and % yield is  69, 1H NMR (400MHz DMSO-d6, δppm): 12.62 (s, 1H), 10.87 (s, 1H), 8.02-7.93 (m, 2H), 7.58-7.55 

(m, 2H), 6.50 (s, 1H), 3.74 (s,3H).  

Synthesis of 4-chloro-N-(5-(2-hydrazinyl-2-oxoethyl)-1H-pyrazol-3-yl)benzamide (7). Hydrazine hydrate (20g, 0.62 mmol) was 

added Compound 6 (11g, 0.030 mmol)  and the slurry was  stirred for 30-45 minutes at 25±5 ℃, the solid was filtered to get compound 

7 with 90% yield. 1H NMR (400MHz DMSO-d6, δppm): 12.27 (s, 1H) 10.82 (s, 1H), 9.22 (s, 1H), 8.01-7.99 (d, 2H), 7.57-7.55 (d, 2H), 

6.50 (s, 1H),4.26(s,2H),3.40(s,2H);m/z:293.0[M] +                                                                                                             

General Preparation technique  for  (8a- s): compound 7 (500mg, 1 eq) was added to ethanol followed by aromatic aldehydes (1.1 eq) 

were refluxed with small amount of CH3COOH and maintained for 3h at reflux. The precipitated solids were filtered.  

1H NMR and LC-MS of compound 8a-8s: (E)-3-chloro-N-(5-(2-(2-(2-hydroxybenzylidene) hydrazinyl)-2-oxoethyl)-1H-pyrazol-3-

yl) benzamide) (8a). white solid. MP 166-173 ºC. Yield: 77 %. IR (KBr, cm-1): 3305 (NH), 1672 (C=O); 1H NMR (400MHz DMSO-d6, 

δppm): 12.41-12.34 (d, 1H), 11.88 (s, 1H) 11.46-11.06 (d, 1H), 10.93-10.89 (d, 1H), 10.07 (s, 1H) 8.43-8.32 (d, 1H), 7.96-7.94 (d, 1H), 

7.74-7.72 (t, 1H), 7.55-7.50 (m, 3H), 7.31.7.22 (s, 1H) 6.92-6.85 (m. 1H) 6.60-6.54 (s, 1H), 4.02-3.64 (d, 2H), MS m/z: 474.10 [M] + 

(E)-3-chloro-N-(5-(2-(2-(3-hydroxybenzylidene)hydrazinyl)-2-oxoethyl)-1H-pyrazol-3-yl) benzamide (8b). Pale brown solid. MP 

177-172 ºC. Yield: 77 %. IR (KBr, cm-1): 3259 (NH), 1655(C=O); 1H NMR (400MHz DMSO-d6, δppm): 12.39-12.35 (d, 1H), 11.60-

11.47 (d, 1H), 10.93-10.90 (d, 1H), 9.63-9.62 (s, 1H) 8.12-7.93 (t, 3H), 7.64-7.62 (d, 2H), 7.26-7.22 (t, 2H), 7.17-7.07 (m, 2H), 6.83-6.81 

(q, 1H) 6.59-6.55 (d, 1H), 4.03-3.61 (d, 2H); MS m/z: 398.4 [M] + 

(E)-3-chloro-N-(5-(2-(2-(4-chlorobenzylidene)hydrazinyl)-2-oxoethyl)-1H-pyrazol-3-yl)benzamide (8c). White solid. MP 197-199 

C. Yield: 75%. IR (KBr, cm-1): 3310 (NH), 1676(C=O); 1H NMR (400MHz DMSO-d6, δppm): 12.40-12.35 (d, 1H), 11.72-11.59 (d, 1H), 
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10.92-10.89 (d, 1H), 8.21 (s, 2H) 8.02 (s, 1H), 7.95-7.92 (t, 2H), 7.76-7.72 (t, 1H), 7.654-7.50 (m, 3H), 6.59-6.55 (d, 1H), 4.04-3.62 (d, 

2H); MS m/z: 416.5 [M] + 

(E)-3-chloro-N-(5-(2-(2-(4-methoxy-2,3-dimethylbenzylidene)hydrazinyl)-2-oxoethyl)-1H-pyrazol-3-yl) benzamide (8d).  Pale pink 

solid. MP 189-192 ºC. Yield: 55%.1H NMR (400MHz DMSO-d6, δppm):  12.39-12.34 (d, 1H), 11.48-11.29 (d, 1H), 10.92-10.89 (d, 1H), 

8.50 (s, 1H) 8.33 (s, 1H), 8.03 (s, 1H) 7.95-7.93 (d, 1H), 7.68-7.62 (m, 2H), 7.54-7.50 (m, 1H), 6.93-6.90 (m, 1H), 6.59-6.54 (s, 1H) 4.01-

3.59 (d, 2H), 3.81 (s, 3H), 2.32-2.31 (d, 3H), 2.12 (s, 3H); m/z: 440.7 [M] + 

(E)-N-(5-(2-(2-(4-bromo-3,5-dimethoxybenzylidene) hydrazinyl)-2-oxoethyl)-1H-pyrazol-3-yl)-3-chlorobenzamide (8e). Off white 

powder. MP 199-201 ºC. Yield: 63%.1H NMR (400MHz DMSO-d6, δppm):  12.36 (s, 1H), 11.75-11.66 (d, 1H), 10.94-10.90 (d, 1H), 

8.21-8.02 (m, 2H), 7.98-7.92 (m, 1H), 7.63-7.62 (d, 1H), 7.55-7.50 (m, 1H),7.28-7.27 (s, 1H), 7.05 (s, 2H) 6.55 (s, 1H) 4.05-3.63 (m, 

8H); MS m/z: 520.8 [M] + 

(E)-3-chloro-N-(5-(2-(2-(2,5-dichloro-4-methylbenzylidene)hydrazinyl)-2-oxoethyl)-1H-pyrazol-3-yl) benzamide 8(f). Gray solid. 

MP 200-203 ºC. percentage of Yield: 66%. 1H NMR (400MHz DMSO-d6, δppm): 12.38-12.30 (d, 1H), 11.86-11.72 (d, 1H), 10.92-10.88 

(d, 1H), 8.39-8.27 (d, 1H), 8.03-7.93 (t, 2H) 7.95-7.93 (d, 1H), 7.64-7.62 (d, 2H), 7.54-7.50 (m, 1H), 6.93-6.90 (m, 1H), 6.59-6.53 (s, 1H) 

3.99-3.63 (d, 2H), 2.33 (s, 3H), MS m/z: 464.5 [M] + 

(E)-3-chloro-N-(5-(2-(2-(2,3-dihydroxybenzylidene)hydrazinyl)-2-oxoethyl)-1H-pyrazol-3-yl) benzamide 8(g). Off white crystal. 

MP 211-213 ºC. Yield: 58%. 1H NMR (400MHz DMSO-d6, δppm): 12.33 (s, 1H), 11.87-11.45 (d, 1H), 10.93-10.88 (t, 1H), 9.53-9.21 

(t, 3H), 8.37-8.32 (s, 1H) 8.03-7.92 (m, 1H), 7.64-7.62 (d, 1H), 7.55-7.50 (m, 1H),7.17-7.15 (d, 1H) 6.97 (s, 1H), 6.97-6.95 (s, 1H), 6.85-

6.80 (m, 1H), 6.68-6.66 (m, 1H), 6.56-6.50 (s, 1H) 3.99-3.63 (m, 8H), MS m/z: 414.7 [M] + 

(E)-3-chloro-N-(5-(2-(2-(3,5-dichlorobenzylidene)hydrazinyl)-2-oxoethyl)-1H-pyrazol-3-yl)benzamide (8h) Brown solid. MP 203-

204 ºC. Yield: 61%.  1H NMR (400MHz DMSO-d6, δppm): 12.19 (s, 1H), 11.90-11.72 (d, 1H), 10.93-10.89(d, 1H), 8.18-8.03 (d, 2H), 

7.98-7.93 (t, 1H), 7.78-7.75 (d, 2H) 7.67-7.62(d, 2H), 7.55-7.50 (m, 1H) 6.55-6.51 (d, 1H), 4.06-3.33 (d, 2H); MS m/z: 450.8 [M] + 

(E)-3-chloro-N-(5-(2-(2-(4-hydroxy-3,5-dimethoxybenzylidene)hydrazinyl)-2-oxoethyl)-1H-pyrazol-3-yl) benzamide (8i) Brown 

solid. MP 188-190 ºC. Yield: 71%.  1H NMR (400MHz DMSO-d6, δppm): 12.17 (s, 1H), 11.49-11.39 (d, 1H), 10.92-10.88(d, 1H), 8.89-

8.84 (d, 1H) 8.03-8.02 (d, 1H), 7.95-7.92 (t, 1H), 7.63-7.61 (m, 2H), 7.54-7.50 (m, 1H) 6.96 (s, 2H), 6.54 (s, 1H), 4.02-3.59 (d, 2H), 3.81-

3.80 (d, 6H); MS m/z: 458.6 [M] + 

(E)-3-chloro-N-(5-(2-(2-(2,3-dichlorobenzylidene) hydrazinyl)-2-oxoethyl)-1H-pyrazol-3-yl) benzamide (8j) Brown solid. MP 200-

201 ºC. Yield: 62%.  1H NMR (400MHz DMSO-d6, δppm): 12.40-12.20 (d, 1H), 12.05-11.65 (d, 1H), 10.93-10.89 (d, 1H), 9.10-8.71(t, 

1H) 8.58-8.53 (m, 1H), 8.34-8.26 (m, 1H), 8.18-8.14 (t, 1H), 8.04-8.03 (t, 1H), 7.96-7.93 (t, 1H), 7.55-7.50 (m, 2H), 7.18-7.08 (m, 1H) 

6.5-6.54 (d, 1H), 4.07-3.65 (d, 2H); MS m/z: 450.8 [M] + 

(E)-3-chloro-N-(5-(2-(2-(2-hydroxy-5-nitrobenzylidene)hydrazinyl)-2-oxoethyl)-1H-pyrazol-3-yl) benzamide (8k) off white solid. 

MP 187-190 ºC. Yield: 67%.  1H NMR (400MHz DMSO-d6, δppm): 12.39-12.35 (d, 1H), 11.98-11.78 (d, 1H), 10.92-10.89 (d, 1H), 8.64-

8.43 (d, 1H) 8.02-8.00 (d, 3H), 7.95-7.91 (m, 1H), 7.73-7.69 (m, 2H), 7.54-7.42 (m, 1H) 6.59-6.54 (d, 1H), 4.06-3.64 (d, 2H); MS m/z: 

443.7 [M] + 

(E)-3-chloro-N-(5-(2-(2-(2,4-dichlorobenzylidene) hydrazinyl)-2-oxoethyl)-1H-pyrazol-3-yl) benzamide (8l) Brown solid. MP 198-

199 ºC. Yield: 65%.  1H NMR (400MHz DMSO-d6, δppm): 12.17 (s, 1H), 11.92-11.73 (d, 1H), 10.92-10.88 (d, 1H), 8.55-8.36 (d, 1H), 

8.05-7.92 (m, 3H), 7.70-48 (m, 4H) 6.54-6.50 (d, 1H), 4.05-3.34 (d, 2H); MS m/z: 450.7 [M] + 

(E)-3-chloro-N-(5-(2-(2-(4-hydroxybenzylidene) hydrazinyl)-2-oxoethyl)-1H-pyrazol-3-yl) benzamide (8m). Pale brown solid. MP 

180-182 ºC. Yield: 74 %. 1H NMR (400MHz DMSO-d6, δppm): 12.14 (s, 1H), 11.44-11.30 (d, 1H), 10.93-10.89 (d, 1H), 9.92-9.89 (s, 

1H) 8.10-7.92 (q, 3H), 7.64-7.62 (d, 1H), 7.54-7.50 (m, 3H), 6.80-6.81 (d, 2H), 6.53-6.51 (d, 1H), 4.00-3.57 (d, 2H); MS m/z: 398.5 [M] 

+ 

(E)-N-(5-(2-(2-((2-bromopyridin-4-yl)methylene)hydrazinyl)-2-oxoethyl)-1H-pyrazol-3-yl)-3-chlorobenzamide (8n). Pale pink 

solid. MP 177-183 ºC. Yield: 66 %. 1H NMR (400MHz DMSO-d6, δppm): 12.20 (s, 1H), 12.05-11.90 (d, 1H), 10.94-10.91 (d, 1H), 8.44-

8.43 (d, 1H) 8.18-8.03 (d, 1H), 7.97-7.72 (m, 3H), 7.64-7.62 (d, 1H), 7.55-7.50 (m, 2H), 6.54-6.52 (d, 1H), 4.08-3.66 (d, 2H); MS m/z: 

462.1 [M] + 

(E)-3-chloro-N-(5-(2-(2-(5-chloro-2-methoxybenzylidene) hydrazinyl)-2-oxoethyl)-1H-pyrazol-3-yl) benzamide 8(o). pink solid. 

MP 182-185 ºC. Yield: 57%. %. 1H NMR (400MHz DMSO-d6, δppm): 12.18 (s, 1H), 11.77-11.56 (d, 1H), 10.94-10.90 (d, 1H), 8.87-

8.03 (t, 2H), 7.95-7.73 (m, 3H), 7.64-7.62 (d, 1H), 7.56-7.50 (m, 2H), 6.54-6.51 (d, 1H), 4.05-3.59 (d, 2H), 3.90-3.86 (t, 3H); MS m/z: 

446.5 [M] + 

(E)-N-(5-(2-(2-(4-(benzyloxy)benzylidene)hydrazinyl)-2-oxoethyl)-1H-pyrazol-3-yl)-3-chlorobenzamide 8(p). Off white solid. MP 

169-173 ºC. Yield: 68%. 1H NMR (400MHz DMSO-d6, δppm): 12.34 (s, 1H), 11.52-11.39 (d, 1H), 10.92-10.89 (d, 1H), 8.16-8.03 (d, 

1H), 7.97-7.93 (t, 2H), 7.67-7.62 (t, 3H), 7.54-7.32 (m, 6H), 7.15-7.07 (m,2H) 6.54 (s, 1H), 5.19-5.16 (d, 2H) 4.02-3.59 (d, 2H); MS m/z: 

488.5 [M+] + 

(E)-3-chloro-N-(5-(2-(2-(3,4-dimethoxybenzylidene)hydrazinyl)-2-oxoethyl)-1H-pyrazol-3-yl) benzamide 8(q). Grey solid. MP 188-

192 ºC. Yield: 67%.1H NMR (400MHz DMSO-d6, δppm):  12.40 (s, 1H), 11.52-11.40 (d, 1H), 10.89 (s, 1H), 8.64-8.14 (m, 2H), 7.94-
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7.92 (d, 1H), 7.63-7.62 (d, 1H), 7.55-7.49 (m, 1H),7.39-7.30 (s, 1H), 7.17-6.99 (m, 2H), 6.5 (s, 1H), 4.05-3.59 (m, 8H); MS m/z: 442.5 

[M] + 

(E)-3-chloro-N-(5-(2-(2-(3-nitrobenzylidene)hydrazinyl)-2-oxoethyl)-1H-pyrazol-3-yl)benzamide (8r). Off white solid. MP 193-195 

ºC. Yield: 75%.1H NMR (400MHz DMSO-d6, δppm): 12.39-12.22 (d, 1H), 11.90-11.75 (d, 1H), 10.93-10.89 (d, 1H), 8.94-8.73 (m,2H) 

8.57-8.51 (t, 1H), 8.40-8.30 (m, 2H), 8.26-8.14 (m, 2H), 8.03-7.50 (m, 3H), 6.54 (s,1H), 4.08-3.65 (d, 2H); MS m/z: 427.5 [M] + 

(E)-N-(5-(2-(2-(5-bromo-2-nitrobenzylidene)hydrazinyl)-2-oxoethyl)-1H-pyrazol-3-yl)-3-chlorobenzamide (8s). White solid. MP 

166-170 ºC. Yield: 69%.1H NMR (400MHz DMSO-d6, δppm): 12.37 (s, 1H), 12.05-11.85 (d, 1H), 10.91(s, 1H), 8.90-8.29 (m, 2H), 8.08-

7.93 (m, 4H), 7.64-7.62 (d,2H), 7.54-7.53 (m,1H), 6.53 (s,1H), 4.04-3.65 (d, 2H); MS m/z: 506.0 [M] + 

                                                                   

RESULTS AND DISCUSSION 

3.1 Chemistry: Dicyanomethane was dissolved with ethanol and to it added potassium hydroxide at ambient temperature to give Com-

pound 1, it was reacted with 80% solution of  hydrazine hydrate at 25± 5º C for 60-120 minutes to get compound 2 and it reacted  with 

aq.NaOH  at 100º C for overnight to have compound 3 and to it charged H2O and maintained for 4-6 hrs. at 50-55º C and it was  evaporated 

to have compound 4. To a slurry of  Compound 4  and methyl alcohol, added SOCl2 slowly to have 6. To a DMF solvent, added Carboxylic 

acid, DIEA, N-(3-Dimethylaminopropyl)-N′-ethyl carbodiimide hydrochloride & Hydroxy benzotriazole and compound 5 and stirred for 

4h at ambient temperature, to yield Compound 6.  Compound 6 was reacted with hydrazine hydrate in the ethanol solvent, post addition 

of hydrazine hydrate, The reaction mixture was maintained for 0.5h, to have Compound 7. Different aldehydes were refluxed with com-

pound 7 in ethanol solvent media to have title molecules (pyrazole hydrazides). Synthetic scheme of 8 (a-s) is demonstrated below in 

Synthetic scheme. 

Synthetic scheme 
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DOCKING SCREENING 

 

Preparation of Ligands: Structures of ligands sketched and saved in SDF format were imported via selecting files. The imported ligands 

8 a-s was set to minimize under force field OPLS3e. Minimization calculations can be performed on all structures of pyrazole derivatives. 
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Preparation of Protein: X-ray crystalline Structure of protein 6NIX was imported from Protein Data Bank (PDB) to workspace, which 

further set to preprocess followed by review and modification to remove unwanted chains and residues, further refined under force field 

of OPLS3e. The results were monitored in the job monitor. 

Molecular Docking: The pyrazole compounds are selected for molecular docking. All the lead compounds showed good binding energy 

and exhibited interactions and better lower free energy values, indicating more thermodynamically favored interaction. As for Glide 

docking, crystal structures of 6NIX have been prepared by the protein preparation wizard in Schrodinger   suite. Afterwards,  the required 

receptor grids were made just before docking with the active site determined by the position of co crystal ligand. Crystal structures of 

6NIX were imported into Glide, defined as the receptor structure and the location of active sites with a box. The PSLS3e force field was 

used for grid generation. The standard precision (SP) and the extra precision (XP) protocols were set for docking studies with crucial 

residues, in constrained binding to get accurate results. Binding affinity was retrieved running Prime MM-GBSA. All other parameters 

were maintained as default 

The research aims to find more prospective lead compounds with a drug discovery system, in which 

 molecular docking studies achieve the logical drug design.  Molecular docking is great tool and much being used technique in structure-based 

drug design due to its ability to predict the binding conformation of  

small mole molecule ligands to the  appropriate target binding site. Docking scores, glide scores and glide energy of synthesized pyrazole mole-

cules are shown in the below table 1 and 2D and 3D interactions of  

synthesized compounds are shown in fig 1-18.   

                                                  

Table 1: Glide Docking and binding energy scores 

Title Docking Score Glide g score Glide energy Glide model 

6NIX - 5.505 -5.505 -48.561 -58.988 

8g - 5.315 -5.315 -44.561 -57.788 

8i - 4.561 -4.561 -41.442 -56.298 

8k -3.987 -3.987 -40.481 -54.867 

8r -3.923 -3.923 -41.344 -47.589 

8b -3.866 -3.866 -41.196 -54.896 

8m -3.571 -3.571 -36.51 -47.547 

8a -3.327 -3.327 -42.277 -57.014 

8f -3.151 -3.151 -43.084 -51.698 

8e -3.083 -3.083 -44.72 -51.411 

8h -3.024 -3.024 -42.615 -56.787 

8c -2.985 -2.985 -38.789 -48.78 

8o -2.915 -2.915 -42.48 -51.5 

8l -2.774 -2.774 -38.234 -55.803 

8s -2.655 -2.655 -41.704 -56.654 

8j -2.651 -2.651 -41.978 -55.02 

8q -2.633 -2.633 -35.397 -46.445 
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8n -2.543 -2.543 -41.92 -59.364 

8d -2.414 -2.414 -37.257 -44.56 

8p -1.389 -1.389 -39.641 -56.392 

 

Note: In the following figures 1 to 18, A and B with 2D and 3D interactions between ligands and receptor (hydrogen bonds are illustrated as 

arrows; C atoms are colored gray, N blue, and O red) and compound binding mode at the 6NIX active site. Note: In the following figures 1 to 18, 

A and B with 2D and 3D interactions between ligands and receptor (hydrogen bonds are illustrated as arrows; C atoms are colored gray, N blue, 

and O red) and compound binding mode at the 6NIX active site. 

 

  

Figure 1: Compound 8g                                           
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Figure 2: Compound 8i 

                                        

Figure 3: Compound 8k      
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Figure 4: Compound  8r 

     

Figure 5:  Compound 8m 
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Figure 6: Compound 8a 

 

        

Figure 7:  Compound 8f 
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Figure 8: Compound 8h 

   

Figure 9: Compound 8l. 
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Figure 10: Compound 8o. 

 
 

 

Figure 11: Compound  8s                                           
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Figure12: Compound  8j 

 

Figure 13: Compound  8n 
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Figure 14: Compound  8c. 

        

Figure 15: Compound 8d 
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Figure 16: Compound   8e 

          
 

Figure 17: Compound  8q 
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Figure 18: Compound  8p 

 

CONCLUSION 

A sequence of novel pyrazole compound was prepared by a general synthetic method and molecular docking for the synthesized molecules 

was performed and found that 8g and 8i compounds are binds strongly with hydrogen bonds present in GLU-128, ILE-127 and VAL-

129, THR-157, LEU-147 amino acid residues (Figure 1-18). The in silico molecular docking studies of synthesized pyrazole hydrazides 

shows that, almost all the synthesized compounds having therapeutic activities and among which, 8g and 8i having more ligand interac-

tions when comparing with standard protein 8NIX. With the help of Schrodinger software, an in vitro study of their HLA class-II inhi-

bition for rheumatoid arthritis activity was performed and the research aim is to find more prospective lead compounds with a drug 

discovery system, in which molecular docking studies achieved the logical drug design. 
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For the discovery of drugs to SARS-CoV-2 pandemics, we have developed a new series of piperidine-4-imines as the central core owing to 

significant pharmaceuticaldemands on it. The synthesis of piperidine-4-imines involvesatwo-step base-catalyzed reaction, namely (i)condensations 

followed by cyclization with aromatic aldehyde, aliphatic ketone, and ammonia to yield piperidine-4-ketone core, and (ii) a simple Schiff 

base/piperidine-4-imines formation between piperidine-4-ketone andvarious aromatic primary amines. All the synthesized intermediate and target 

piperidine-4-imines molecular structures were well characterized by NMR, FT-IR, and mass spectral studies.  

 

Further, the ground state geometry of synthesized molecules was optimized using density function theory (DFT) with basis set of b3lyp 

6-31g (d,p) in Gaussian 09 program. Using this molecular geometry, we docked against SARS-CoV-2 mutant spike protease of delta, delta plus, 

and omicron, which shows an effective binding ability. In addition, Lipinski’s rule, pre ADME and toxicity studies also reveal drug-likeness 

properties.   

 

Keywords:  Piperidine-4-imine, Base-catalyzed, SARS-Cov-2, Density functional theory, and Docking. 

 

1. Introduction: 
In 2019 onwards, the so-called term ‘coronavirus’ has transmitted very fast from human-to-human via aerosols and 

lead to many sudden deaths from China, a city in Wuhan. [1,2] Later, this life-threatening corona viral disease gradually 

spread throughout the world. Therefore, global emergency was made on 11 Feb 2020 through the International Virus 

Classification Commission (ICTV) to categorize this new coronavirus as ‘2019-nCoV’. Meanwhile, the World Health 

Organization (WHO) also named the 2019-nCoV as ‘COVID-19’3. The pandemic waves lead to severe acute 

respiratory syndrome and other chronic illnesses to the affected human regardless of age. Later, the COVID-19 was 

resolved as ‘severe acute respiratory syndrome coronavirus-2’ (SARS-CoV-2)4. An outbreak of the SARS-CoV-2 

seems completely unable to stop or control because of the improper social distance all over the affected countries. 

Therefore,the pandemic distribution rate drastically increased by infected or asymptomatic patients via aerosols. 

Typically, symptoms of the SARS-CoV-2 include cough, fever, breathing difficulty, sore throat, diarrhea, headache, 

nausea, congestion, and loss of taste, leading to severe respiratory problems and finally to death5,6. Hence, the SARS-

CoV-2 is now called a ‘novel coronavirus’7. In SARS-CoV-2, the spike receptor protease plays a critical role, which 

facilitates the virus invasion on the human cell receptor (angiotension converting enzyme-2, ACE2) and the host cell 
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receptor (transmembrane protease serine-2, TMPRSS2)8. Furthermore, the pandemic is quickly shifted to second 

waves of delta (variant B.1.617) and delta plus (variant 1.617.2), and then third waves of omicron (variant 

B.1.1.529)9,10,11.The WHO statistically reports that the global pandemic distribution rate is 53,75,91,764 confirmed 

cases as of 21 June 2022. Amongst them, 63,19,395 people have died in overall 223 countries. To overcome this 

situation, several researchershave suggested some of the repurposing small-molecule based antiviral drugs such as 

Remdesivir12, hydroxychloroquine13, favipiravir14, pirfenidone15, and lopinavir/ritonavir16 for the effective treatment 

of SARS CoV-2 and its mutations. Unexpectedly, none of these drugs could effectively cure the completely. Also, 

they cause several side effects on post-COVID-19 treatment. Hence, the development of potential drugs is highly 

warranted. 

In our drug discovery program, we focused on piperidine-4-imines,which arenaturally occurring bioactive 

compounds and having two nitrogen atoms including exocyclic imines. They possess significant biological properties 

foracting as anti-viral,17 anti-microbial,18anti-inflammatory,19 anti-cancer,20and anti-anxiety21 agents. Among the 

piperidine-4-imines, N-benzhydrylpiperidine-4-amine derivatives exhibit a promising class of interest to anti-

microbial (Bacillus subtilis, Escherichia coli, Klebsiella pneumonia, and Streptococcus aureus)21 and anti-fungal 

activities(Aspergillusniger, Aspergillusflavus, and fungi.).22 A series of novel piperidine-4-imine derivatives show 

anti-tubercular agents against Mycobacterium tuberculosisH37Rv.23Similarly, Ghosh et al. developed a nitrogen-

containing five-membered ring with chloropyridinyl derivatives for SARS-CoV-2.24Very recently, Pfizer have 

developed a nitrogen heterocyclic drug toinhibitingthe coronavirus 3CL protease for the potential treatment of 

COVID-19.25 

Indeed, there is no selective anti-viral drug discovered against SARS-CoV-2 and its various mutations so far. 

This accelerates us to develop a novel and potential piperidine-4-imine-based anti-viral compounds for SARS CoV-

2, delta, delta plus, and omicron. The synthesized lead molecules undergone complete experimental spectroscopic 

investigationssuch as FT-IR, NMR, and mass spectral analyses. Also, theoretical computations DFT/B3LYP method 

and6-31g (d, p) basis set were used to optimize the ground state structures. Finally, the binding ability of the lead 

molecules wasdetermined using AutodockVina. In addition, the drug-likeness properties were calculated by online 

preADME software. 

 

2. Results and discussion:  
Here, we have synthesized a series of novel piperidine-4-imines via two-step reactions as shown in Fig. 1.Initially,a 

classical multi-component reaction of Petrenko-Kritschenko piperidin-4-one synthesis involved a ring-condensation 

of octan-3-one(1), 3,4,5-trimethoxy benzaldehyde (2) and ammonia in water medium to yield 88% as solid.Later, the 

synthesized piperidin-4-one precursor reactswith substituted aromatic primary amines offering a novel piperidin-4-

ones as solid with 78% yield. The overall products were obtained in the range of 65to 75% yields.  
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Fig. 1.Synthesis of piperidin-4-imines 

 

Using piperidin-4-one, five piperidin-4-imines (5a-e) have been synthesized as shown in Chart 1.All the synthesized 

compounds and precursor molecular structures were well characterized by HR-MS, NMR, and FT-IR spectroscopic 

data.  

 

3. Density Functional Theory 

 
Chart 1. Molecular structure of Piperidin-4-imines (5a-e). 
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For the synthesized molecules, the ground state structures were optimized by density functional theory with basis set 

of b3lyp 6-31g (d,p) in Gaussian 09 program.26,27 Using this theory, electronic transitions, and the charge transfers in 

molecular systems, frontier molecule orbitals (FMOs)are calculated as shown in Fig.2. 

 
Fig. 2. DFT-optimized Frontier molecular orbitals and HOMO-LUMO energy gaps for Piperidine-4-imines 

(5a-e). 

Based on the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) 

energy values, some quantum mechanical descriptors such as energy band gap energy (EHOMO-ELUMO), ionization 

potential (I=-EHOMO), electron affinity (A=-ELUMO), chemical hardness(η= (I-A)/2), chemical softness(ζ=1/2η), 

electronegativity (χ(I+ A)/2), chemical potential (μ=-(I+A)/2), electrophilicity index (ω=μ2/2η), and maximum charge 

transfer index (ΔNmax.=-μ/η)for the compounds 5a-c were calculated and summarized in Table 1. 

 

Table 1. Energy band gapvalues and other quantum mechanical descriptors of the compounds 5a-e. 

 

Quantum mechanical descriptors (eV) 5a 5b 5c 5d 5e 

Band gap energy  

(EHOMO-ELUMO) 

5.35 5.21 5.13 5.14 5.23 

Ionization potential  

(I=-EHOMO) 

5.65 5.63 5.43 5.64 5.51 

Electron affinity  

(A=-ELUMO), 

0.39 0.45 0.40 0.58 0.30 

Chemical hardness 

(η= (I-A)/2) 

2.63 2.59 2.51 2.53 2.60 

Chemical softness  

(ζ=1/2η) 

0.19 0.19 0.20 0.20 0.19 
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Electronegativity  

(χ=(I+A)/2), 

3.02 3.04 2.91 3.11 2.90 

Chemical potential  

(μ=-(I+A)/2) 

-3.02 -3.04 -2.91 -3.11 -2.90 

Electrophilicityindex (ω=μ2/2η) 1.73 1.78 1.68 1.91 1.61 

Maximum charge transfer index 

(ΔNmax.=-μ/η) 

1.14 1.17 1.15 1.22 1.11 

 

The molecular electrostatic potential (MEP) is a highly important descriptor to understand the electrophilic 

and nucleophilicsitesin molecular structure. In MEP mapping system, sixdifferent colors are observed,such as red, 

orange, yellow, green, cyan, and blue.The red colour of map is the highly electron-rich region, while the blue colour 

is the extremely poor electron or electron-deficient region of the molecule. The decreasing order of electrostatic 

potential colour isblue>cyan>green> yellow> orange> red. The observed negative sites to positive electrostatic 

potential values are-4.656e–2 and +4.656e–2 for 5a; -4.885e–2 and +4.885e–2 for 5b; -5.068e–2 and +5.068e–2 for 5c; -

4.331e–2 and +4.331e–2 for 5d; and -4.329e–2 and +4.329e–2 for 5ecompounds with B3LYP functional and 6–31g (d,p) 

basis set as illustrated in Fig. 3. 

 

 
Fig. 3. The MEP surfaces of Piperidin-4-inmines (5a-e). 

 

In the present study, the negative regions are concentrated over the methoxy groups and imine moiety for all 

the compounds; on the other hand, the positive regions are located over hydrogen atoms in the alkyl chains and phenyl 

moieties. The obtained results clearly suggested that the high electronegativity of the methoxy moieties and imine 

units makes it the most reactive part of the all compounds for docking studies.  

 

4. Structure of the SARS-CoV-2  
The SARS-CoV-2 belongs to a spherical β-coronavirus family and also pleomorphic in nature. The coronavirus 

structure28 is composed of the following structural fragments, viz.(i) spike proteins (S), (ii) membrane proteins (M), 

(iii) envelope proteins (E), (iv) nucleocapsid (N), and (v) hemagglutinin-aserase dimer (HE) glycoproteins along with 
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RNA as genetic material. As shown in Fig.4. The ‘S’ protein peripheral surface sites resemble a crown shape in an 

electron microscope. The SARS-CoV-2 nucleotide is resembled as 80, 55, and 50% homolog to SARS-CoV-1, MERS, 

and common cold CoV, respectively.  

 
Fig. 4. Structure of SARS-CoV-2. 

 

The SARS-CoV-2 spike protease’s mechanistic action against the human cell 
A brief mechanistic pathway of the SARS CoV-2 ‘S’ protein against humans is facilitated by the ACE2 biomolecule, 

which acts as a human entry receptor. Based on the sequence alignment results, the spike-receptor binding domain 

(RBD) sequences of the SARS-CoV-2 and the SARS-CoV are 76% analogous. Therefore, the SARS-CoV-2 easily 

binds to the ACE2 receptor.However, the pathogenic causing SARS-CoV-2 virus can be prevented by many pathways 

as follows:(i) the target viral enzyme proteins act as a blocker for virus RNA synthesis and replication, (ii) preventing 

viral entry to human cell ACE2 receptors; (iii) some of the virulence elements are generated to restore the innate host 

immunity, and (iv) specific receptors present in the host may prevent the virus entry into the host cells.Theinteractions 

between the virus and host cells that ACE2 binding site of antiviral drugs molecular design have to stop the ‘S’ protein 

physicochemical activities. Otherwise, TMPRSS2 protease, neuropilin-1, and interfaces of heptad repeat-1 and heptad 

repeat-2 domains might be in critical state. Thus, the molecular protein biology relationship is strongly limited in the 

beginning stage to prevent the novel coronavirus and its mutations. 

 

5. Molecular docking study 
In the modern drug discovery programs, molecular docking analysis of small molecules in the protein or receptor 

binding sites is carried out by computational technique. Herein, four different kinds of receptors of SARS CoV-2 (6lu7 

protease) and its mutations (delta variant;7w92 protease, delta plus variant; tnx7 glycoprotease, and omicrom;7s0b 

protease] were used in moleculardocking studies throughAutoDockVina software program29 as shown in Table 2. 

 

Table 2. Molecular docking scores of piperidin-4-imines(5a-e) for SARS CoV-2 and its mutation proteases 

 

Compound 6lu7 protease 7w92 protease 7nx7glycoprotease 7s0b 

Binding 

energy 

(kcal/mol) 

Inhibition 

constant 

(µM) 

Binding 

energy 

(kcal/mol

) 

Inhibition 

constant 

(µM) 

Binding 

energy 

(kcal/mo

l) 

Inhibition 

constant 

(µM) 

Binding 

energy 

(kcal/mol

) 

Inhibition 

constant 

(µM) 

5a -6.6 14.3482 -6.2 28.2048 -5.9 46.8241 -6.6 14.3482 

5b -6.1 33.3969 -6.2 28.2048 -5.6 77.7347 -6.5 16.9894 

5c -5.8 55.4436 -6.0 39.5446 -6.2 28.2048 -5.9 46.8241 

5d -6.4 20.1168 -6.3 23.8200 -6.2 28.2048 -6.4 20.1168 

5e -6.2 28.2048 -6.3 23.8200 -6.4 20.1168 -6.5 16.9894 
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In molecular docking analysis, nine different poses were obtained for 5a-e compounds. The obtained root 

mean square deviation lower bound and upper bound valuesare2 Å nearly;hence, the value is agreeable and reliable 

in molecular docking studies (SI).Furthermore,the inhibition constants were determined using Ki=exp(ΔG/RT) 

equation for 5a-e compounds, where ΔG, R, and Tare the docking binding energy, gas constant (1.9872036×103 

kcal/mol), and room temperature (298.15 K), respectively.All the covalent and non-covalent bonding interactions (SI, 

Table 1) for the protein 6lu7 protease, 7w92 protease, 7nx7 glucoprotease, and 7s0b protease were determined for 

Piperidin-4-imines (5a-e).  

As can be seen inTable2, the highest molecular docking score having SARS CoV-2 and its mutations of 2D 

and 3D protein-lead molecular interactions graphics are shown in Fig. 4. 

 
 

Fig 4(i) 6lu7 & 7s0b protein-lead molecule interaction of 5a 
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Fig 4(ii) 7w92 protein-lead molecule interactions of 5d and 5e 

 

 

 

 

Fig 4(iii) 7nx7 protein-lead molecule interactions of 5e 

 

The best affinitybinding energy was calculatedfor 5a [Fig-4(i)]compound against 6lu7protease as-6.6 kcal/molwith 

a corresponding inhibition constant of 14.3482μM.(i). One carbon hydrogen bond with a distance of 3.78 Å was 

observed between H-donor of –OCH3 and H-acceptor of ASP153 amino acid residue. ii). Two -hydophobic 

interactions, such as - T-shaped and amide- stacked, were observed with distance of 4.99 (between -orbital of 

trimethoxy substituted ‘A’ phenyl ring and of -orbital of PHE294 amino acid) and 4.03 Å(between amide carbonyl 

carbon [PRO294:Camino acid residue and PHE294:Namino acid residue]),respectively. (iii).One alkyhydrophobic 

interaction with a distance of 4.7Å between long alkyl chain of butyl group and branched alkyl chain of ILE249 

residue. (iv). Four -alky interactions between (a) -orbital of trimethoxy substituted ‘B’ phenyl ring and branched 

alkyl chain of ILE249 amino acid residue (bond distance: 5.22 Å), (b) -orbital of PHE294 amino acid residue and 

chlorophenyl moiety (4.86 Å), (c) -orbital of chlorophenyl and cyclic alkyl chain of PRO293 amino acid residue 

(5.48 Å), and (d) -orbital of chlorophenyl and branched alkyl chain of VAL297 amino acid residue (4.91 Å).  

In the case of 7w92 protease, 5d and 5e [Fig.4(ii)] exhibit good potentials and also identical affinity binding 

energy and (-6.3 kcal/mol) with an inhibition constant of 23.8200 μM than that of 5a(-6.2 kcal/mol, and 28.2048 μM), 

5c(-6.0 kcal/mol, and 39.5446 μM), and 5e(-6.2 kcal/mol and 28.2048 μM) compounds.The5d compounds have one 

- T-shaped, threealky-alkyl, and two -alkyl interactions. For example, (i) the - T-shaped alkyl-alkyl has a bond 

distance of 4.93 Å between -orbital of trimethoxy substituted ‘A’ phenyl ring and -orbital of PHE565 amino acid 

residue. (ii) Three alky-alkyl interactions have a bond distance of 5.17 (between methyl moiety of piperidine and 

branched alkyl chain of LEU518 amino acid residue), 5.08 (between methyl moiety of piperidine and branched alkyl 

chain of LEU546 amino acid residue), and 4.85 Å (between branched alkyl chain of LEU546 amino acid residue and 

cyclic piperidine chain).(iii) Two -alkyl interactions consist of a bond distance of 5.32 Å (between -orbital of 

trimethoxy substituted ‘B’ phenyl ring and branched alkyl chain LEU517 amino acid residue) and 4.11 Å (between 

-orbital ofPHE565 amino acid residue and methyl moiety of piperidine unit).   

Similarly, (i) the 5ecompounds have three carbon hydrogen bonds with distance of 3.59 (between H-donor 

of –OCH3 group and H-acceptor of carbonyl oxygen ASN331 amino acid residue), 3.58 (between H-donor of –OCH3 

group and H-acceptor of carbonyl oxygen PRO521 residue), and 3.54 Å (between H-donor of PRO579 amino acid 

residue and H-acceptor of imine nitrogen moiety).Also, (ii) the 5ecompoundscontain four alkyl–hydrophophic 
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interactions between, such as (a) methyl chain of piperidine and branched alkyl chain of LEU582 amino acid residue 

(bond distance: 4.95 Å), (b) linear butyl chain of piperidine and branched alkyl chain of LEU582 amino acid residue 

(bond distance: 4.58 Å), (c) branched alkyl chain of PRO521amino acid residue and methyl moiety of 

chloromethylphenyl unit (4.38 Å), and (d) methyl moiety of chloromethylphenyl unit and cyclic piperidine unit (5.36 

Å). Additionally, (iii) the 5e compounds have three -alkyl interactions, namely(a)-orbital of chloromethylphenyl 

moiety and linear alkyl chain of ARG577 amino acid residue (5.16 Å), (b) -orbital of chloromethylphenyl moiety 

and cyclic alkyl chain of PRO521 amino acid residue (5.04 Å), and (c) -orbital of trimethoxy substituted ‘B’ phenyl 

ring and cyclic alkyl chain of PRO521 amino acid residue (bond distance: 4.15 Å). 

For 7nx7glycoprotease, the 5e[Fig-4(iii)]compound show better affinity binding score of -6.4 kcal/mole 

with20.1168μM inhibition constant due to two carbon hydrogen bonds, two alkyl–alkyl hydrophobic, three - 

hydrophobic, and one -alkyl hydrophobic interactions.For example, (i) two carbon hydrogen bonds have a bond 

distance of 3.72 (between H-donor of methoxy moiety from ‘B’ ring and carbonyl oxygen moiety of GLU154 amino 

acid residue) and 3.57 Å (between H-donor of methoxy moiety from ‘A’ ring and carbonyl oxygen moiety of amide 

carbonyl oxygen moiety of GLN39 amino acid residue), (ii) two alkyl–alkyl hydrophobic interactions with abond 

distance of 4.80 (between methyl moiety of chloromethylphenyl ring and cyclic alkyl chain of PRO155 amino acid 

residue) and 4.39 Å (between linear butyl chain of piperidine moiety and cyclic alkyl chain of PRO173 amino acid 

residue),(iii) three - hydrophobic interactions with abond distance of 3.85 (between cyclic CH moiety of PRO41 

amino acid residue and -orbital of trimethoxy substituted ‘B’ phenyl ring), 3.71 (between open chain CH moiety of 

VAL92 amino acid residue and -orbital of trimethoxy substituted ‘A’ phenyl ring) and 3.69 Å and (iv)one -alkyl 

hydrophobic interaction of a bond distance of 4.46 Å (between cyclic alkyl chain of PRO41 amino acid residue and 

-orbital of N-phenyl moiety). 

Likewise, the 5a compounds exhibit the best affinity binding score of -6.6 kcal/mole with a14.3482μM inhibition 

constant against omicron 7s0b protease.For example, one hydrogen bonding interaction of a distance of 1.91 Å 

betweenH-Donor of LEU116:HN amino acid residue and H-Acceptor of trimethoxy substituted ‘B’ phenyl ring, two 

electrostatic interaction of a -cation with a bond distance of 4.56 (between positive charge of LYS209:NZ amino 

acid residue and -orbital of trimethoxy substituted ‘A’ phenyl ring) and a -anion with a bond distance of 4.19 Å 

(between negative charge of A:GLU156:OE2amino acid residue and -orbital of chlorophenylring), and two -alkyl 

interactions with distance of 5.01 (between-orbital of chlorophenyl ring and cyclic alkyl chain of PRO41 amino acid 

residue) and 4.96 Å (between -orbital of trimethoxy substituted ‘A’ phenyl ring and cyclic alkyl chain of PRO157 

amino acid residue). 

6. Drug-likeness properties 

The drug-likeness properties were analyzed by molinspiration servers where Lipinski’s rule states that orally active 

drug must satisfy the following five criteria: (i) molecular weight, (ii) log, (iii) hydrogen bond donor, (iv) hydrogen 

bond accepter, and (v) total polar surface area for the synthesis piperdine-4-imines of 5a-e as depicted in Table 3.  

Table 3. The drug-likeness properties of piperdine-4-imines of 5a-e. 

 

Piperidin-4-

imines 

aMW 

(<500Da) 

bLogP 

(<5.6) 

cHBD 

(<5) 

dHBA 

(<10) 

eTPSA 

(<140Å) 

5a 611.18 7.71 1 8 79.80 

5b 701.30 9.12 0 8 71.01 

5c 684.90 8.79 0 8 71.01 

5d 721.72 9.19 0 8 71.01 

5e 652.83 8.70 0 8 71.01 
aMW—Molecular weight,bLogP—octanol/water partition coefficient, 

https://www.molinspiration.com/services/logp.html
https://www.molinspiration.com/services/psa.html
https://www.molinspiration.com/services/logp.html
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cHBD—Hydrogen bond donor, dHBA—Hydrogen bond acceptor, and e 

TPSA—Total polar surface area. 

 

An orally active drug has to satisfy Lipinski’s rule without violation of the following standards:(i) the 

lipophilicity or octanol/water partition coefficient (LogP) of a molecule should not be greater than 5, (ii) molecular 

weight of the compound must be 500 Da, (iii) the hydrogen bond donor should not be more than 5 and hydrogen bond 

accepter should not be more than 10, and (iv) the total molecular polar surface must be greater or equal 140 Å. The 

addition of an oral drug can be absorbed TPSA value when it is greater than 60 Å. Hydrogen bonding correlation is 

significant for the bioactivity of 5a-e piperidin-4-imines. The above obtained results clearly suggest that the designed 

and synthesized lead molecule violates molecular weight and LogPvalues alone. Also, Lipinski’s rule does not predict 

if these compounds are pharmacologically active. Therefore, these lead molecules may have better change to use in 

the invitro level analysis for SARS CoV-2 and its mutations. 

7. Spectral data of compounds 5a-5e 

7.1(Z)-3-butyl-N-(2-chlorophenyl)-5-methyl-2,6-bis(3,4,5-trimethoxyphenyl)piperidin-4-imine (5a) 

 Yield: 78%; m.p: 173–174°C, IR (KBr) (cm-1): 3302 (N-H stretching), 2933 (aromatic C-H stretching), 1697 (C=C 

stretching), 1590 (N-H bending) 1342 (C-O stretching), 1231 (C-N stretching), 827 (C-Cl stretching), 707 (C-H out 

of plan bending), 675 (N-H wagging). 1H 

NMR(400MHz,DMSO):δ7.02(m,ArH),3.7(s,OCH3),2.83.0(m,CH2),2.6(s,NH),0.8(t,CH3).13CNMR(400MHz,DMSO

):11.34,14.36,22.63,29.80,39.34,40.18,51.71,72.14,105.55,137.15,153.13,210.85. 

7.2(Z)-3-butyl-5-Methyl-N,1-diphenyl-2,6-bis(3,4,5-trimethoxyphenyl)piperidin-4-imine(5b) 

Yield: 72%; m.p: 171–175°C, IR (KBr) (cm-1): 3310 (N-H stretching), 2937 (aromatic C-H stretching), ,1698 (C=C 

stretching), 1592 (N-H bending) 1341 (C-O stretching), 1234 (C-N stretching), 828 (C-Cl stretching), 709 (C-H out 

of plan bending), 676 (N-H wagging). 1H 

NMR(400MHz,DMSO):7.01(m,ArH),3.08(s,OCH3),2.81.0(m,CH2),2.03(s,NH),0.81(t,CH3).13CNMR(400MHz,DM

SO):11.35,14.46,21.63,22.80,40.34,41.18,52.71,72.14,105.55,138.15,153.55,210.87. 

7.3(Z)-2-((3-butyl-5-methyl-1-phenyl-2,6-bis(3,4,5-trimethoxyphenyl)piperidin-4-ylidene)amino)benzenethiol(5c) 

Yield: 69%; m.p: 176–179°C, IR (KBr) (cm-1): 3311 (N-H stretching), 2933 (aromatic C-H stretching), 1694 (C=C 

stretching), 1591 (N-H bending) 1342 (C-O stretching), 1233 (C-N stretching), 827 (C-Cl stretching), 706 (C-H out 

of plan bending), 677 (N-H wagging). 1H 

NMR(400MHz,DMSO):7.03(m,ArH),3.09(s,OCH3),2.82.0(m,CH2),2.04(s,NH),0.82(t,CH3).13CNMR(400MHz,DM

SO):11.36,14.47,21.64,22.81,40.32,41.17,52.72,72.13,105.56,138.16,153.57,210.88. 

7.4(Z)-3-butyl-N-(2,3-dichlorophenyl)-5-methyl-1-phenyl-2,6-bis(3,4,5-trimethoxyphenyl)piperidin-4-imine(5d) 

Yield: 68%; m.p: 171–173°C, IR (KBr) (cm-1): 3314 (N-H stretching), 2931 (aromatic C-H stretching), 1695 (C=C 

stretching), 1593 (N-H bending) 1343 (C-O stretching), 1234 (C-N stretching), 828 (C-Cl stretching), 707 (C-H out 

of plan bending), 674 (N-H wagging). 1H 

NMR(400MHz,DMSO):7.05(m,ArH),3.04(s,OCH3),2.81.0(m,CH2),2.08(s,NH),0.83(t,CH3).13CNMR(400MHz,DM

SO):11.32,14.41,21.64,22.83,40.33,41.14,52.75,72.14,105.57,138.17,153.54,210.81. 

7.5(Z)-3-butyl-N-(3-chloro-2-methylphenyl)-5-methyl-1-phenyl-2,6-bis(3,4,5-trimethoxyphenyl)piperidin-4-

imine(5e) 

https://www.molinspiration.com/services/psa.html
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Yield: 74%; m.p: 178–180°C, IR (KBr) (cm-1): 3311 (N-H stretching), 2934 ( aromatic C-H stretching), 1692 (C=C 

stretching), 1595 (N-H bending) 1341 (C-O stretching), 1233 (C-N stretching), 821 (C-Cl stretching), 708 (C-H out 

of plan bending), 675 (N-H wagging). 1H 

NMR(400MHz,DMSO):7.04(m,ArH),3.01(s,OCH3),2.82.0(m,CH2),2.01(s,NH),0.85(t,CH3).13CNMR(400MHz,DM

SO):11.31,14.42,21.61,22.87,40.31,41.15,52.77,72.11,105.58,138.18,153.51,210.83. 

8. Conclusion 

In this summary, we would conclude that we have successfully synthesized 5 piperidin-4-imines compounds by 

condensation and cyclisation of aldehyde and ketone by following the Schiff base method. The electronic 

configuration of HOMO and LUMO had revealed that methoxy and imine units are themost reactive parts of the 

synthesized compounds. Similarly, molecular docking studies of SARS CoV-2 receptors and its four protease (6lu7, 

7w92, tnx7 and 7s0b) were calculated for title compounds. Among these compounds,5a ,5d and 5e exhibited best 

binding energy and inhibition constant. The results of the drug-likeness properties also exposed that the title of the 

compounds violate only weight and LogP value. From all theseobservations, we conclude that piperidin-4-imines 

doeshave the ability to inhibit SARS Covid-2 in host cell.However, additional in vitroresearchand in vivo research are 

necessary to verify the results. 
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Through the wisdom of free open text data, Data Analytics helps businesses grow and make decisions by 
revealing some fascinating patterns and trends in knowledge discovery. Customers' perspectives express 
sensible opinions that are not always true. We present a strong fuzzy based circle clustering strategy to 
find positive-definite outliers in this work. Text data from free handlers gives prior knowledge about the 
product opinion, which can be used to find knowledge discovery and pattern trends. Positive-definite 
reviews and comments on the internet encourage consumers and sellers to work together. Negative 
consequences may yield valuable insights for business, individuals, and government development. There 
are two parts to this paper: Data preprocessing, a circle-generating technique for clusters, and outlier 
detection using fuzzy logic. The engaging and fascinating experimental examination of the positive-
definite outlier opinion yields accurate and appropriate conclusions with a degree of ambiguity in the 
mathematical model. 
 
Keywords: fuzzy, outliers, opinion, clusters, free text handlers. 
 
 
INTRODUCTION 
 
Data mining, also known as non-trivial extraction of implicit data, is a collection of techniques that includes 
classification, clustering, data summarization, change analysis, and anomaly detection. It uncovers hidden patterns 
and combines machine learning, deep learning, and statistical methodologies. It also looks for global patterns, 
decision support, estimating, forecasting, and novel correlation patterns, among other things. However, Data Mining 
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must meet certain criteria, such as innovation, repository trends, understandability, veracity, and interest. 
Estimation, prediction, classification, association, and grouping are just some of the jobs and procedures it may 
perform. To create comprehensive records of the target variable and categorical predictor variable, estimation 
delivers the approximate value of a numeric variable. Point estimation, confidence interval estimation, simple linear 
regression and correlation, and multiple regression are some of the estimate methods available. The future holds 
predictions that are similar to classification and estimation. For example, using KNN, you can forecast the price of a 
stock for the next three months and the winners of a cricket team for the next ten years. The target variable is 
categorical rather than numeric in classification, which is similar to estimation. It is based on a predetermined set of 
predictor and target variables. Affinity analysis (or market basket analysis) uses association rules to determine which 
traits "go together." It also aims to discover the principles of association between two or more traits with a degree of 
confidence and support. Clustering is a grouping of records that are similar but have no target variable. It may not 
attempt to categorise, estimate, or forecast the value of a target variable. Within the cluster, record similarity is 
maximised, while outside the cluster, it is minimised. Clustering is a useful exploratory data analysis technique for 
detecting outliers. Clustering is an unsupervised learning technique that uses unlabeled training data to uncover 
classes within the data. A cluster are similar that contains collection of data objects. It's organised based on how 
similar it is. Clustering is widely employed in real-world issues for a variety of purposes. It is used in applications 
like as market research, pattern identification, data analysis, image processing, and the medical industry to simplify 
enormous datasets in order to uncover something new. The homogeneous 'n' data points correspond to the 'c' 
clusters of the partitioning matrix 'U.' Cluster Analysis uses class labels to help create taxonomies without analysing 
data items. The data objects are grouped using the maximization of intraclass similarity and minimization of 
interclass similarity principles. Section 2 describes outlier analysis, Section 3 describes related work, Section 4 
includes various aspects of outlier detection, Section 5 includes applications of outlier detection , Section 6 includes  
clustering, Section 7 includes fuzzy clustering and Section 8 describes experimental results and discussion.  

OUTLIER ANALYSIS 
Outlier analysis is a methodology for detecting uncommon patterns that arise as a result of computational error, 
wrong input, sampling error, exceptional of true mistake, and native data modifiability. In a nutshell, it's the process 
of identifying patterns in a dataset that don't follow the predicted pattern. Anomalies, oddities, aberrations, 
discordant item, an exception, a surprise, and aberrant behaviour are all terms used to describe outliers. Both phrases 
are used interchangeably in the context of outlier discovery to transfer significant positive-definite data to other 
domains. The data analyst is fascinated by the common characteristics that exist across all application domains. 
Outlier detection relies heavily on the "interestingness" of real-world relevance. Data analysts are uninterested in 
noise and regard it as a barrier to outlier detection. Global, contextual, and collective outliers are the three sorts of 
outliers. Fraud detection, intrusion detection, image processing, health care informatics, surveillance, medical 
diagnosis, predictive maintenance, cyber-intrusion, and other applications are among its capabilities. It is necessary 
to recognise outliers in order to accept the uncertain and imprecise. To detect it, first cluster the data, then compute 
the centroid and distance using the Euclidean distance approach, then compute OF (objective function) and proclaim 
it as an outlier if it falls below a certain threshold. 
 
Several variables make detecting outliers difficult in general. a)It's not always easy to distinguish between normal 
and abnormal behaviour. The anomalous point is close to the normal zone, which operates normally and appears to 
be more difficult to solve. It may lead to the induction of factors based on labelled data, data kind, anomaly type, and 
so on. b)In the future, the current concept of actual behaviour may not be well reflected. For each domain, the 
definition of abnormal behaviour may be different. For example, in medical diagnostics, changes in body 
temperature may be close to normal when evaluating the patient's therapy, and malevolent enemies may be 
considered typical behaviour. In the stock market, oscillations in the rise or fall in the value of a stock may be close to 
the normal zone, with outlier points being considered typical. c)Training labels and validating critical models is a 
difficult task. d)Noise is difficult to partition and eliminate since it is identical to true outliers. Data points that 
deviate from the norm are known as outliers. Some statistical tests, such as density-based and distance-based 
approaches, can be used to detect it. Data preprocessing, fuzzy clustering, and outlier analysis are the three sections 
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of this research. The capacity to deal with noise and high dimensionality are the obstacles. Here are some questions 
to consider when we try to spot outliers. 
a) “Are all of the patterns interesting?” 
b) “How does the pattern appeal to you?” 
c) “Can a data mining system come up with the most interesting ones?” 
d) “It's finally novel?” 
 
RELATED WORK 
Outliers have been examined in the statistical field since the 19th century[21]. Anomaly observations were used to 
test a statistical model for noise accommodation through immunization [33]. For several research commodities, 
several application fields for detecting outliers have been researched [10]. In [6][3][43], a survey of statistics on outlier 
detection was conducted. For anomaly identification, [44] looked at a complete survey of statistics research. Noise 
accommodation is a structured robust analysis on linear regression for identifying outliers, noise removal is 
removing unwanted objects before analysis, Teng et al[68], identifying theft in credit card fraud detection and 
novelty detection is detecting novel patterns and outliers [48][49]. The study of sensitive data being sent to an 
unauthorised machine [41]. [25] investigates surprising observations in spacecraft sensors. The study looks at a 
survey of cyber-intrusion detection [51] as well as a study on intrusion detection [18]. [9] and [31] both conducted 
surveys on anomaly detection. [6] conducted a review on identifying anomalies in numeric and symbolic data. The 
investigation of outliers detection in various strategies is shown in Table 1. 
 
In general, different aspects such as the nature of data input, label availability, types of anomalies, and the output of 
the application domain driven by requirements and limitations establish a distinct formulation of the problem. We 
evaluated the size of the structure and its worth as an extra element. 
 
The type of data input is classified according to the type of data instance. Sequence data (time series, protein 
sequences, genome sequences, data sequences), geographical data (ecological data, vehicular traffic data), and graph 
data are all examples of data types (connect with edges to other vertices). It is dependent on the type of data, which 
can be univariate or multivariate. Different statistical models were employed to analyse data instances that were 
categorised as binary, categorical, and continuous. In [66]; Point, contextual, and collective anomalies are the three 
categories of anomalies. “Point anomalies” are defined as “data points that are aberrant in relation to other data 
points.” Point anomalies are the simplest, and the outlier point is located outside the normal region's boundaries. For 
example, in credit card fraud detection, the anomaly is defined as a large amount spent in comparison to usual 
spending. ii) "Contextual anomalies" are defined as "data objects that stray significantly from a certain context." 
Contextual is also known as conditional because it is reliant on a choice. [63] It has two types of attributes: 
environmental and behavioural. The neighbourhood of a data instance is determined by contextual attributes, which 
are based on geographic and time series data. Non-contextual data characteristics are determined by behavioural 
attributes. The context is regarded as an oddity, while the behaviour is regarded as usual. As a result, the data 
instance's key property is categorised as anomalous in context and normal in behaviour attributes. iii) "Collective 
anomalies" are defined as "a data object that is abnormal in relation to the complete data set." Sequence data, graph 
data, and spatial data are all used. The types of anomaly detection are summarised in Table 2. 
 
VARIOUS ASPECTS OF OUTLIER DETECTION 
 
In general, different aspects such as the nature of data input, label availability, types of anomalies, and the output of 
the application domain driven by requirements and limitations establish a distinct formulation of the problem. We 
evaluated the size of the structure and its worth as an extra element. The type of data input is classified according to 
the type of data instance. Sequence data (time series, protein sequences, genome sequences, data sequences), 
geographical data (ecological data, vehicular traffic data), and graph data are all examples of data types (connect 
with edges to other vertices). It is dependent on the type of data, which can be univariate or multivariate. Different 
statistical models were employed to analyse data instances that were categorised as binary, categorical, and 
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continuous. In [66]; Point, contextual, and collective anomalies are the three categories of anomalies. “Point 
anomalies” are defined as “data points that are aberrant in relation to other data points.” Point anomalies are the 
simplest, and the outlier point is located outside the normal region's boundaries. For example, in credit card fraud 
detection, the anomaly is defined as a large amount spent in comparison to usual spending. ii) "Contextual 
anomalies" are defined as "data objects that stray significantly from a certain context." Contextual is also known as 
conditional because it is reliant on a choice. [63] It has two types of attributes: environmental and behavioural. The 
neighbourhood of a data instance is determined by contextual attributes, which are based on geographic and time 
series data. Non-contextual data characteristics are determined by behavioural attributes. The context is regarded as 
an oddity, while the behaviour is regarded as usual. As a result, the data instance's key property is categorised as 
anomalous in context and normal in behaviour attributes. iii) "Collective anomalies" are defined as "a data object that 
is abnormal in relation to the complete data set." Sequence data, graph data, and spatial data are all used. The types 
of anomaly detection are summarised in Table 2. 
 
To evaluate if a data instance is anomalous or typical, a data label that encompasses all sorts of behaviour is typically 
costly and correct. Through the labelling mechanism, a significant amount of human work is required to obtain 
labelled training data sets. It records a labelled set of unusual data instances that are more challenging to understand 
than regular behaviour. Airline safety mechanism, for example, where unusual behaviour leads to rare events. When 
it comes to spotting outliers, there are three types of data labels: supervised, unsupervised, and semi-supervised. 
Two fundamental challenges in supervised anomaly detection are rather difficult. First, when compared to typical 
class instances, the anomalous class instance is extremely rare. As a result, an uneven distribution of class instances is 
discovered when compared to the predictive model. Second, to represent the label training dataset, several false 
anomalous data points are created. Unsupervised anomaly detection does not require training data labels, so an 
implicit assumption is made for anomalous instances that are close by and normal instances that are far away. Only 
the normal class has training data of labelled cases in semisupervised anomaly detection. Labeled instances are not 
required for the Anomaly class. Fault detection in spacecraft, for example. It's tough to spot outliers in test data if the 
engine is malfunctioning. As a result, the anomalous model is constructed in the same way as normal behaviour. 
Table 3 describes the various approaches of outlier detection. 
 
Outliers in score and labels must be reported as part of the detection process. Using scoring algorithms, an Outlier 
Score is assigned to each instance that is dependent on degree. Using a threshold value, the data analyst selects the 
top outliers. They assign labels to each instance's control parameters for each approach. 
 
APPLICATIONS OF OUTLIER DETECTION 
Many applications detect outliers, including intrusion detection, fraud detection, medical health analysis detection, 
quality control, financial applications, web log-based analytics, Earth science applications, satellite image analysis, 
anti-terrorism, pharmaceutical research, data leakage prevention, time series monitoring, and more. Image 
processing detection [61], Text data outlier detection [64], Industrial damage detection [39], Novelty detection in 
robots [15], Sensor networks detection, [12], criminal activities detection [46], video monitoring detection, 
astronomical data detection [20], Management of customer complaints[29] are discussed. 
 
CLUSTERING 
" Clustering is an unsupervised learning technique that involves collecting similar objects and analysing them." 
There are several types of clustering methods, including partitioning methods (k-means, k-medoids), grid-based 
methods (Wavecluster, clique, sting), hierarchical methods (divisive, dendogram, agglomerative), model-based 
methods, and density-based methods (denclue, optics, dbscan). It is widely used in many fields such as data mining, 
digital image processing, statistics, biology, deep learning, and machine learning, and is widely used in many 
applications such as data analysis, pattern recognition, market research, and image processing using software 
packages such as R programming, Python, and SPSS. Clustering aids the business sector in grouping customers 
based on common patterns. It also aids in economic market research, insurance forecasting, home planning, 
earthquake analysis, document classification, and geographic data analysis. It works with a wide range of properties, 
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as well as arbitrary forms, noise, outliers, data object scalability, constraint-based grouping, and interpretability. 
Clustering tendency, non-uniform distribution solved by Hopkins test as null hypothesis (H0), and alternate 
hypothesis (H1) are used to evaluate clusters (Ha) ii) Clustering quality, which is determined by metrics like the 
intrinsic measure-silhoutte, Fig(14)(15), and the extrinsic measure. iii) Number of optimal clusters (k), as determined 
by i)empirical and elbow methods, and ii)domain knowledge approach, as shown in granularity Fig(11). iii)statistical 
approach: the value of the gap statistic corresponds to clusters. Figure 1 depicts many cluster types. 
 
Cluster validity indices are used to compare clustering algorithms or two cluster sets in terms of compactness and 
connectivity. It determines whether or not there is a cluster owing to noise. Internal cluster validation, external 
cluster validation, and relative cluster validation are all methods for determining cluster validity. The inter-cluster 
distance d(a, b) can be one of the following: a) single linkage distance, b) complete linkage distance, c) average 
linkage distance, or d) centroid linkage distance. Complete diameter linkage distance, average diameter linkage 
distance, and centroid diameter linkage distance are all examples of intra-cluster distance D(a). Figure 2 depicts both 
well-separated and poorly-separated clustering. 
 
J. C. Dunn proposed the Dunn index in 1974 as an internal metric for evaluating clustering techniques. It's used to 
distinguish compact, well-separated clusters within cluster variance. When the Dunn index is high, clustering is 
good, and the DI maximisation is used to determine the optimal number of clusters. In equation(1), the dunn index is 
defined as 

                                                                                                  (1) 
Where Xi and Xj are the cluster's intercluster distances. Xk is the cluster's intracluster distance. 
The Davies–Bouldin index was created in 1979 by David L. Davies and Donald W. Bouldin to evaluate clustering 
techniques internally. The dataset's size and characteristics are assessed. Clustering is beneficial if the DB index value 
is low. In equation(2), the DB index is defined as follows: 

                                                                                                  (2) 
Where, Xi and Xj denote the cluster's intercluster distance. Xk represents the cluster's intracluster distance. 
Measuring the distances between two clusters' similarity is significant and vital. Euclidean and Manhattan distances 
are the two methodologies used. B. The equation for calculating Euclidean distance is as follows: (3) 

     

)3(
2

||||)(),(
11

vjxi
m

ijVUJ
c

j

n

i
 



  

The pearson correlation distance, Eisen cosine correlation distance, and Spearman correlation distance are all 
correlation-based distances that may be calculated using equation(4) (5). The average dissimilarity between clusters 
is measured as average distance. The average silhouette of all rows is called Average Silhouette. The number of 
clusters that maximises this value is used. 
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 Summary of clustering types: 
J.A. Hartigan and M.A. Wong created the k-means algorithm to create a small number of clusters from a large 
number of data with no outliers. Discrete data, as an example. The fundamental goal is to partition n observations 
with p dimensions into k clusters with the lowest possible sum of squares. This approach locates a "local" optimal 
solution. Each row of the kth cluster has p variables and contains n and k observations. The jth row of the kth group 
provides a missing value for ith variable. It is normalised by subtracting the mean from the total and dividing by the 
standard deviation, which is indicated by zij. 
 
Algorithm 1: K-means clustering 
1. Decide on the number of clusters you want to use. 
2.Choose k cluster centres. 
3.Assign all data objects to the cluster centre that is the closest to you. 
4. In each cluster, calculate new cluster centres. 
5.Repeat the procedure until the cluster centre calculation remains unchanged. 
 
Algorithm 2: Hierarchical clustering 
1. Determine the smallest element dij in each of the n clusters. 
2. Combine clusters i and j into a single new cluster, k (nk=ni+nj). 
3. Use the distance formula to calculate distances. 
4. Go through the instructions again. N-1 iterations are required for 1 to 3 objects. 
 
Agglomerative hierarchical clustering algorithms are represented by a dendrogram, which is a tree diagram. The 
objects are never separated as the two clusters are combined into a single new cluster. The distance between clusters 
is defined by the horizontal axis, while the cluster items are represented by the vertical axis. The dij of n items 
represents the distance between I and j clusters. Figure 3 depicts an example dendogram as well as the procedures 
involved in hierarchical clustering. 
 
FUZZY CLUSTERING 
Jim Bezdek invented soft clustering in 1981. It is the data object that contains members of all clusters with 
membership degrees ranging from 0 to 1. It has a high degree of membership that is close knit and a low degree of 
membership that is dispersed. Cluster prototype and membership degree are used to build the matrix. where 'n' 
denotes the number of data points 'vj' denotes circle centre cluster,'m' denotes index of fuzziness index, m € [1, ], 'c' 
denotes cluster centre, 'ij' denotes membership degree, and 'dij' denotes Euclidean distance in equation(1)(2)(3). 
Figure (4) depicts the fuzzy membership function, which is given by equation (6)(7)(8). 
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Membership degree, =0,.....,1, is the fuzzy indication of similarity in fuzzy sets. If the membership degree is equal to 

Rajalakshmi  and  Madhubala 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                              www.tnsroindia.org.in ©IJONS 
 
Vol.13 / Issue 72 / June / 2022        International Bimonthly (Print)                       ISSN: 0976 – 0997 
 

43557 
 

   
 
 

1, the object belongs to the set completely, and if it is equal to 0, the object does not belong to the set at all. Clusters 
with comparable values have a higher possibility of belonging to a set. The following equation ( 9) can be used to 
calculate fuzzy clustering, goal function, cluster centre, and membership degree (10) 
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clustering that is a little fuzzy Partially categorising clusters is possible using partition clustering algorithms. Each 
individual is a member of only one cluster in regular clustering. 
 
ALGORITHM OVERVIEW 
The algorithm's major criteria include efficiency, scalability, performance, and optimization. There are a variety of 
algorithms for reducing (or eliminating) outliers. However, it is possible that some critical buried data will be lost. 
The approach is first preprocessed to decrease noise and then partitioned using fuzzy set theory, a linear model, and 
the mean of clusters. Outliers are recognised using an objective function once the next circle generation process has 
been overrun. Outliers are often dismissed as exceptions (or) noise by many data mining tools. 
 
FUZZY CIRCLE BASED – (CENTROID) CLUSTERING PROPOSED  
Free text handlers opinions are clustered into two categories as positive definite and negative opinions. Fig (5) shows 
how blobby clusters are based on degree of fluidity and defined as “blobbiness clusters” which are proportional to 
the corresponding degree. The following equation (11) follows how to structure the clusters. The opinions of free text 
handlers are divided into two groups: positive definite opinions and negative definite opinions. Blobby clusters are 
characterised as "blobbiness clusters" that are proportionate to the relevant degree of fluidity, as seen in Fig (5). The 
structure of the clusters is determined by the following equation (11): 

 
  
(11) 
 
 
 

Where x,y,z are the parameters, T is the threshold, a and b are the blobby adjustments, and e and k are negative 
values. Let X= X1, X2, X3, X4, X5 be separated into two subsets, each of which is a non-empty matrices with each 
element belonging to a single Clustering 
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Algorithm 3: Circle generating algorithm 
 

1.  r,(ݔ  (ݕ,
 =1-r .2
ାଵݔାଵ = 2 ,< 0 .3 +  1 
ݕାଵ− 2ݔାଵ = 2 ,>0 .4 +  1 
ାଵݔ2  .5 = ݔ2 +  2 
ାଵݕ2 .6 = ݕ2 +  2 

Condition:  
fuzzycircle(x,y) = x2+y2+1 
If fcircle(x,y)<0 (x,y), inside circle cluster 
If fcircle(x,y)=0 (x,y), on circle cluster 
If fcircle(x,y)>0 (x,y), outside circle cluster 
 
Using the aforesaid approach, we have created new cluster centroids. Using the Euclidean distance between data 
points and every circle centroid, a new centroid value is produced until the threshold value is less than 0. 
 
Pseudocode 
1.Initialize membership matrix U 
2.Calculate fuzzy cluster circle center C  
3.Find the distance between different circle centers using Euclidean distance. 
4.Calculate OF until the value is below threshold. 
5.Otherwise, Fix a random point ‘p’, to get optimum value–repeat from step 2 
 
Objective 
The goal of employing a fuzzy based circle generating clustering algorithm to find outliers and identify influential 
factors in opinion mining. 
 
Points to Remember 
1.IQR is calculated when data is normalised with a Z-score (-3 to +3). (Inter Quartile Range) 
2.Preparation of Data is done by a)Graphical Method b)Numerical Method 
3.Research Methodology a)High Average Point b)Influential Observations c)Simple Linear Regression 
4.Methods of Assessment - Algorithms for fuzzy clustering and generating circles 
5. Outliers: LOF 1, (No consistent data point) 
No Outliers: LOF > 1 (consistent data point) 
 
Idea 
To discover top dissimilar clusters, choose n data points and k clusters. 
1.Identify data that is incongruent (cluster the data) 
2. Look for outliers in your data (calculate the centroid of each cluster) 
3.Methodology: A distance-based strategy 
4.Compare the distance around the outlier object assumption to the distance around the non-outlier object 
assumption (finding the distance) 
5. Using the circle-generating technique, make the circle significantly equivalent to the distance between neighbours 
(To decide anomaly). 
Note: Before detecting outliers, noise must be eliminated. 
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DISCUSSION OF EXPERIMENT RESULTS 
By using R programming version 3.6.1 and installing the basic package “ppclust” (23rd July 2019). Our technique has 
been tested on two datasets: Advertising and stock data. We are confident that our system will find internal 
coincidence quality outliers in a high proportion of cases. When the aforementioned two datasets are compared 
using the proposed method, the stock data dataset has a higher quality % than the Advertising dataset. Fig (6) shows 
the boxplot of outliers. Fig (7) shows the membership degree of stock_data dataset. Fig (8)(9)(10)(11)(12) shows the 
fuzzy membership calculations. Fig (13) displays the optimal number of clusters. Fig (14) displays rows and columns 
of Advertising dataset. Fig (15)(16) shows the silhouette with 3 clusters and 2 clusters. 
 
CONCLUSION 
 
By 2025, our corporate economy will have matured due to customer-specific requirements. The competition between 
various pressures will be eliminated, and a successful outcome will lead to customer satisfaction. The suggested 
technique addresses the uncertainty, noise, and incompleteness of data in a networked context, enhancing the power 
of discovery patterns. The product's interestingness measurements are determined by pattern constraint and pattern 
evaluation in opinion mining based on user beliefs (or) expectations. The views of free text handlers (customers) are 
useful in determining the style of marketing that will result in an increasing profit for a specific product. We can 
better comprehend the targeted strategy. Fuzzy clustering is a great way to boost business growth. Our method 
appears to be effective based on the outcomes of our tests. When applied to the stock data dataset, the revised 
suggested technique produces positive results. In the future, the research will concentrate on fuzzy-genetic outlier 
detection. 
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Table 1: A study on Outlier detection  Techniques. 

Techniques References 
Clustering based  [35][29][30] 
Classification based [66][19] 
Information Theoretic [45] 
Statistical based [4] 
Spectral based [36] 
Hierarchical clustering 

[11] 
DB-SCAN 
Density based 
Fuzzy Clustering 

 
Table 2: Types of Anomaly Detection 

Types of anomaly Example References 
Point Credit card – Fraud etection [9] 

Contextual 

i)Contextual 
attributes 

ii)Behavioral 
attributes 

Spatial data Latitude and Longitude of a location- rainfall [40] [60] 

Time series 
data 

Weather foreating, Medical diagnosis [71][58] 

Collective 
Sequence data Event log management system [23][24] 

Graph data Rainfall in a month [50] 
Spatial data Temperature in a particular region [60] 

Note: “By incorporating the context information, both the types-point and collective-are transformed to contextual.” 
 
Table 3: Modes of Outlier Detection 

Modes of Data Label References Description 
Supervised  [72] [37][38] [70] [69] [13] [65] [1] Training data is required 
Unsupervised  [9] No training data label is required 

Semi-supervised [24] [17] [16] [25]  Combination of supervised and 
unsupervised technique 

Note: The Semi supervised model is an unsupervised model with low outliers in test data and high robustness in 
training data. 
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Table 4: Applications of Outlier Detection 
Applications Key Challenge Techniques Studied References 
Host based 
Intrusion 
Detection 
System 

 Large amount of data, 
results in false alarm rate. 

 Collective anomaly. 
 No point anomaly. 
 Semi-supervised and 

Unsupervised 

 Neural Networks 
 Rule-based systems 
 Statistical Profiling – 

Histograms 
 Mixture of models 
 

 [52] [18] [32] [42][62] 
[24] [16] 

Network 
based 
Intrusion 
Detection 
System 

 Anomalies change over 
time  

 To evade real time 
intrusion by outside 
hackers 

 Point anomaly 

 Parametric and Non-
Parametric modelling 

 Neural networks 
 Clustering based 

system 
 Support vector 

machine 
 Rule-based systems 
 Bayesian networks 
 Nearest Neighbor 

based  
 Statistical profiling-

Histograms 

 [27][28] 

Credit card 
Fraud 
Detection 

 Immediate Online 
detection to track the 
credit card fraudulent 
transaction 

 Only Profiling and 
clustering techniques are 
used 

 Very critical to handle the 
geometric position at the 
earliest to track. 

 Statistical profiling-
Histograms 

 Information-Theoretic 

 [26] [8] [7] 

Mobile Phone 
Fraud 
Detection 

 Requires large accounts of 
calling activity 

 May be continuous or 
discrete 

 Unfavour destinations 

 Parametric statistical 
modelling 

 Rule-based  
 Neural networks 
 Statistical profiling-

Histograms 

 [2][59][53][67][5][22][14]. 

 
Table 5: Comparative Result analysis of dataset 

Algorithm Dataset No of records No of clusters Result percentage 

FCM 
Advertising 200 3 44.06% 
Stock_data 3000 3 52.52% 

Fuzzy circle based 
clustering approach 

Advertising 200 3 61.92% 
Stock_data 3000 3 69.48% 
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Figure 1: Different forms of clusters Figure 2: Good Clustering and Bad Clustering 

 

 
Figure 3: A Sample Dendogram Figure 4: Fuzzy Membership function 

 
 

Figure 5: Blobby clusters are identified and circled Figure 6: Boxplot of stock_data dataset 

 
 

Figure 7: Crisp fuzzy membership degree Figure 8: Fuzzy membership degree -Advertising 
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Figure 9: Fuzzy membership degree -- stock_data      Figure 10: clusters of stock_data dataset           

  
Figure 11: coefficients of  stock_data dataset Figure 12: computation time of stock_data dataset    

  
Figure 13: Displaying Optimal number of clusters Figure 14: Displaying –Advertising dataset 

  
Figure 15: Sillhouette with 3 clusters Figure 16: Sillhouette with 2 clusters 
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Abstract—Outlier detection or simply the task of point 
detection that are noticeably distinct and different from data 
sample is a predominant issue in deep learning. When a 
framework is constructed, these distinctive points can later lead 
to model training and compromise accurate predictions. Owing 
to this reason, it is paramount to recognize and eliminate them 
before constructing any supervised model and this is frequently 
the initial step when dealing with a deep learning issue. Over the 
recent few years, different numbers of outlier detector algorithms 
have been designed that ensure satisfactory results. However, 
their main disadvantages remain in the time and space 
complexity and unsupervised nature. In this work, a clustering-
based outlier detection called, Random Projection Deep Extreme 
Learning-based Chebyshev Reflective Correlation (RPDEL-
CRC) is proposed. First, Gaussian Random Projection-based 
Deep Extreme Learning-based Clustering model is designed. 
Here, by applying Gaussian Random Projection function to the 
Deep Extreme Learning obtains the relevant and robust clusters 
corresponding to the data points in a significant manner. Next, 
with the robust clusters, outlier detection time is said to be 
reduced to a greater extent. In addition, a novel Chebyshev 
Temporal and Reflective Correlation-based Outlier Detection 
model is proposed to detect outliers therefore achieving high 
outlier detection accuracy. The proposed approach is validated 
with the NIFTY-50 stock market dataset. The performance of the 
RPDEL-CRC method is evaluated by applying it to NIFTY-50 
Stock Market dataset. Finally, we compare the results of the 
RPDEL-CRC method to the state-of-the-art outlier detection 
methods using outlier detection time, accuracy, error rate and 
false positive rate evaluation metrics. 

Keywords—Outlier detection; clustering; Gaussian random 
projection; deep extreme learning; Chebyshev distance; temporal; 
reflective correlation 

I. INTRODUCTION 
Outliers are nothing but considered as data points or 

observations that plunge extraneous of an anticipated 
distribution or pattern and hence considered as the most-hottest 
topics as far as data mining is concerned. For example, if we 
were to perform data approximation with a Binomial 
distribution, then the outliers are the findings that do not 
emerge to go along with the pattern of a Binomial distribution. 
It discover anomalous data objects and are said to be of high 
use in several applications like detecting network intrusion, 
detecting fraudulent activities concerning credit card 

management, outlier detection in stock market to mention few. 
In the area of outlier detection, the ground truth is found to be 
seldom missing and hence machine learning techniques are 
extensively utilized in outlier detection research. 

Most of the prevailing research works concentrates on 
outlier detection for categorical or numerical attribute data. A 
fuzzy rough set (FRSs) was proposed in [1] to detect outlier in 
mixed attribute data based on fuzzy rough granules. Initially, 
the granule outlier degree (GOD) was designed with the 
objective of characterizing the outlier degree of fuzzy rough 
granules via fuzzy approximation accuracy. 

Followed by which, the outlier factor on the basis of fuzzy 
rough granules was designed by integrating GOD and 
respective weights to measure outlier degree of objects using 
fuzzy rough granules-based outlier detection (FRGOD) 
algorithm. With this both precision and recall were said to be 
improved. Despite improvement observed in terms of precision 
and recall, the time and space complexity were relatively high. 
To address on this aspect, Gaussian Random Projection-based 
Deep Extreme Learning-based Clustering model is first 
designed and then the outliers are detected. With this process, 
the time and space complexity involved in outlier detection 
will be reduced to a greater extent. 

Iterative ensemble method with distance-based data 
filtering was proposed in [2] based on an iterative approach 
with the purpose of detecting outliers present in unlabeled data. 
The ensemble method was utilized in clustering the unlabeled 
data. Then, with the clustered data potential outliers were 
filtered in an iterative manner employing cluster membership 
threshold. This was performed in an iterative manner until 
Dunn index score for clustering was said to be maximized. 

On the other hand, the distance-based data filtering 
eliminated the prospective outlier clusters from post-clustered 
data on the basis of the distance threshold utilizing the 
Euclidean distance measure from majority cluster as filtering 
factor. With this the improvement were found to be observed in 
terms of both precision and f-score value. Despite 
improvement observed in terms of both precision and f-score, 
by detecting possible outlier clusters based on weighted 
method, the false positive rate can be reduced to a greater 
extent. With this objective, Chebyshev Temporal and 
Reflective Correlation-based Outlier Detection model is 
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designed so that using Chebyshev distance based temporal 
factor obtains highly correlated data points, therefore reducing 
the false positive rate to a greater extent. 

A. Objective and Contributions 
The main objective of this research is to propose a novel 

cluster-based outlier detection method that performs clustering 
process and outlier detection separately in a significant manner. 
This clustering-based outlier detection method addresses the 
limitations of the earlier outlier detection methods by its multi-
factor i.e., deep clustering and correlative outlier detection 
model. Further, the contributions of this paper include the 
following. 

• To propose a novel Gaussian Random Projection-based 
Deep Extreme Learning-based Clustering algorithm to 
minimize a composite objective function, i.e., outlier 
detection time along with the improvement in error rate. 
The model minimizes the outlier detection time and 
reduces error rate during outlier detection via two 
different functions, Gaussian Random Projection and 
square gradient function. 

• To design a new Chebyshev Temporal and Reflective 
Correlation-based Outlier Detection algorithm based on 
Chebyshev Temporal function and Reflective 
Correlative function that ensures accurate outlier 
detection. 

• The proposed Random Projection Deep Extreme 
Learning-based Chebyshev Reflective Correlation 
(RPDEL-CRC) method has provided improved results 
for outlier detection time, accuracy, error and false 
positive rate as performance evaluation measures. 

B. Organization of the Paper 
The rest of the paper is organized as: The discussion about 

the obtainable modern outlier detection techniques is presented 
in Section II. In Section III, the proposed Random Projection 
Deep Extreme Learning-based Chebyshev Reflective 
Correlation (RPDEL-CRC) method has been discussed. In 
Section IV, Chebyshev temporal and reflective 
correlation-based outlier detection model is discussed. The 
discussion about the experimental setup and comparative 
analysis with an elaborate discussion is described in Section V 
and finally, the conclusions are presented in Section VI. 

II. RELATED WORKS 
The issue of outlier detection consists of detecting and 

eliminating malicious inferences from data. This problem is 
found to take place in several applications. However, outliers 
are frequently equipped by data stream that in turn influence 
the accuracy of data-based predictions. Hence, there arises an 
acute requirement to identify the outliers so as to enhance the 
data reliability. 

A novel method to identify trajectory outlier group from 
large trajectory database using different types of algorithms 
was proposed in [3]. First, algorithms based on data mining 
were designed to identify the correlations between trajectory 
data and identify abnormal trajectories. Second, machine 
learning algorithms were applied to identify the group of 

trajectory outliers. Finally, convolution deep neural network 
were used to learn distinct different features to determine group 
of trajectory outliers, therefore enhancing runtime and accuracy 
performance. 

Conventional outlier detection method however does not 
take into consideration the subset occurrence frequency and 
hence, the outliers being detected do not fit the definition of 
outliers. To address on this aspect, a two-phase minimal 
weighted rare pattern mining-based outlier detection method, 
called MWRPM-Outlier [4] was proposed to efficiently detect 
outliers based on the weight data stream. 

A novel methodology to identify conjunct unusual human 
behaviors from large pedestrian data in smart cities was 
proposed in [5]. First, data mining was used followed by which 
convolution deep neural networks was explored that in turn 
identified distinct features to determine collective abnormal 
human behavior. With this both runtime and accuracy were 
said to be improved. 

Despite several outlier detection algorithms are said to exist 
for scenarios necessitating numerical data, only a few 
prevailing methods can control categorical data. Moreover, the 
methods outlined for categorical data severely endure from two 
issues, low detection precision and high time complexity. Two 
novel outlier detection mechanisms for categorical data sets 
were proposed in [6]. First an entropy based method using 
Outlier Detection Tree (ODT) was designed followed by which 
second simple if-then rules were utilized for outlier detection. 
With these two integrated mechanisms both precision and 
computational complexity were improved to a greater extent. 

Outlier detection has received paramount significance in 
the domain of data mining owing to the requirement to detect 
unusual events in different types of applications, to name a few 
being, fraud detection, intrusion detection and so on. Different 
types of outlier detection algorithms have been proposed in the 
recent past for utilization on static data sets employing a finite 
number of samples. 

Probabilistic deep autoencoder was proposed in [7] with the 
objective of reconstructing measurements of power system that 
in turn can be employed in outlier detection. First, 
nonparametric distribution estimation method was utilized for 
obtaining information pertaining to uncertainty. Second, 
confidence intervals were acquired from estimated distribution 
and were further utilized as input. Finally, based on the 
multilayer encoding and decoding processes, the measurement 
intervals were reconstructed, with which outlier detection were 
made in an accurate manner. 

Outlier detection methods employing machine learning are 
said to be receiving greater attention in the past few years in 
several domains. But, an ensemble of such outlier detection 
methods could improve the overall detection performance. An 
algorithm called, Average Selection and Ensemble of 
Candidates for Outlier Detection (DASEC-OD) was proposed 
in [8] for high dimensional data. A review of unsupervised 
outlier detection methods focusing on multi-dimensional data 
was investigated in [9]. 

With the exponential requirement in analyzing high speed 
data streams, the job of outlier detection becomes more 
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demanding as the conventional outlier detection method can no 
longer presume all data for processing. In [10], a Memory-
efficient incremental Local Outlier (MiLOF) was proposed for 
large data streams, therefore ensuring accuracy to a greater 
extent. 

Nowadays, there prevail very huge types of outlier detector 
methods that bestow satisfactory results. But their major 
disadvantage remains in their unsupervised characteristic in 
conjunction with the hyper parameters that has to be 
appropriately assigned for acquiring better performance. 

An improved content-based outlier detection method was 
proposed in [11]. In [12], a novel supervised outlier estimator 
was designed. This was performed by pipelining an outlier 
detector in such a manner that the targets involved in the 
outlier detector were obtained in an optimal manner. However, 
these methods did not perform in a satisfactory manner in case 
of utilization of the complex datasets and hence suffer from 
noise introduced by outliers, specifically when the ratio of 
outlier was found to be high. To address this aspect, a 
framework called, Transformation Invariant AutoEncoder 
(TIAE) was proposed in [13] that in turn attained not only 
stability but also ensured high performance on outlier 
detection. A comprehensive review of outlier detection 
techniques were investigated in [14]. 

In several practical classification issues, a portion of 
outliers are said to exist in datasets that in turn would have 
heavy influence on the constructed model performance. A 
group method of data handing (GMDH) using neural network 
in outlier detection was proposed in [15]. A novel robust 
outlier detection method (RiLOF) based on Median of Nearest 
Neighborhood Absolute Deviation (MoNNAD) was designed 
in [16] that employed median of local absolute deviation of the 
samples to attain high detection performance. 

Monitoring data including the significant information of 
monitored object forms the fundamentals for data mining and 
analysis. However, the data being monitored suffers from 
outlier pollution therefore causing negative influence on 
corresponding data processing. To address on this aspect, an 
outlier detection method based on stacked autoencoder (SAE) 
was proposed in [17]. The proposed SAE had the significant 
potentiality of feature extraction and heavily maintained the 
indigenous information of data to a greater extent. 

Accuracy and time involved in outlier detection was not 
focused. To address this aspect, a Neighbor Entropy Local 
Outlier Factor was presented in [18] that with the aid of self 
organizing feature map not only improved accuracy but also 
reduced the execution time to a greater extent. Moreover, 
semantic information was focused on [19] for outlier detection 
employing meta path based outlier detection. Outlier detection 
based on the multivariable panel data was designed in [20] via 
correlation coefficient that in turn indicated high accuracy 
detection ability. 

Motivated by the above mentioned techniques in this work, 
a novel cluster-based outlier detection method called, Random 
Projection Deep Extreme Learning-based Chebyshev 
Reflective Correlation is proposed (RPDEL-CRC). The 

elaborate description of RPDEL-CRC method is presented in 
the following sections. 

III. RANDOM PROJECTION DEEP EXTREME LEARNING-
BASED CHEBYSHEV REFLECTIVE CORRELATION (RPDEL-

CRC) 
The proposed Random Projection Deep Extreme Learning-

based Chebyshev Reflective Correlation method concentrates 
on the detection of outliers based on clustering. Methods 
designed based on cluster detect the outliers by placing data 
objects into distinct clusters. Here, the data objects in a data set 
are initially clustered. To design cluster-based outlier detection, 
the RPDEL-CRC method is split into two parts. Fig. 1 shows 
the block diagram of RPDEL-CRC method. 

As illustrated in the figure below, the first part models 
robust cluster by means of Gaussian Random Projection-based 
Deep Extreme Learning. Here, the clustering based outlier 
detection initiates the outlier detection process by clustering the 
given input dataset, Nifty 50 Stock Market Data (2000 – 2021). 
Hence, to be more specific outliers are considered as data 
points within deviating clusters or the data points that deviate 
to the formed clusters. The second part uses the Chebyshev 
Temporal and Reflective Correlation-based Outlier Detection 
algorithm to detect outlier with minimum falsification. In this 
section, we first explain all prerequisites of the proposed 
method with a system model, and then finally we describe the 
proposed method. 

A. System Model 
Let ‘P ∈R^(m*n)’ represent a matrix with ‘m’ rows 

and ‘n’ columns of real numbers ‘P_ij∈R’. The matrix
‘P’ denotes a dataset ‘DS’ that includes the data for 
outlier analysis. The ‘n’ columns are called features and on 
the other hand, the ‘m’ are referred to as data points. Then, 
vector ‘〖DP〗_i∈R^n’ refers to the data point, which is a 
row in ‘P’. The matrix ‘P’ then consists of ‘m’ data 
points ‘DP={〖DP〗_1, DP_2,….,〖DP〗_n }’. Then, 
with the aid of the outlier detection algorithm the outliers 
present in the dataset ‘DS’ are detected. Finally, the overall 
feature space represents the vector space defined by the given 
features that in turn estimates the characteristics of the 
examined occurrence or event. Inliers are detected in subsets of 
the overall feature space and referred to as normal regions or 
normal data points. To be more specific, inliers are considered 
to as the data points in the normal regions. On the other hand, 
an outlier is a data point that does not belong in the normal 
region. 

 
Fig. 1. Block Diagram of Random Projection Deep Extreme Learning-based 

Chebyshev Reflective Correlation Method. 
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B. Case Analysis of Outlier Detection Accuracy 
To detect outliers based on the cluster in a given dataset, 

the data has to be initially clustered. In this paper, Gaussian 
Random Projection-based Deep Extreme Learning model is 
first employed for clustering. The objective behind the design 
of Gaussian Random Projection-based Deep Extreme Learning 
model remains in training feed forward network from a raw 
training data set with ‘N’  samples, ‘ {P,Q}={P_i,Q_i 
}_(i=1,2,3,… .,N)’ , with ‘ P_i ∈ R^d’  and ‘Q_i’ 
represents ‘M-dimensional’ binary vector where one entry 
denotes ‘1’ representing the cluster that ‘P_i’ belongs to. Fig. 2 
shows the block diagram of Gaussian Random Projection-
based Deep Extreme Learning-based Clustering model. 

 
Fig. 2. Block Diagram of Gaussian Random Projection-based Deep Extreme 

Learning-based Clustering Model. 

As shown in the above figure, the training process of GRP-
DEL includes two steps. In (1), the hidden layer with ‘K’ nodes 
employing distinct numbers of neurons are constructed. Next, 
for the ‘i-th’ hidden layer node, a ‘d-dimensional’ vector ‘x_j’ 
and a metric ‘y_j’ are generated in an arbitrary manner. Then, 
for each input vector ‘P_i’, the pertinent output on the ‘i-th’ 
hidden layer node is obtained by utilizing Sigmoid activation 
function. This is mathematically stated as given below. 

𝑔�𝑃𝑖 , 𝑥𝑗 ,𝑦𝑗� = 1

1+exp�−�𝑥𝑗
𝑇∗𝑃𝑖+𝑦𝑗��

            (1) 

Then, using the resultant value of the above Sigmoid 
activation function, the hidden layer outputs the matrix as 
given below. 

𝐻 =  �
𝑔(𝑃1, 𝑥1,𝑦1) … . 𝑔(𝑃1, 𝑥𝐾 ,𝑦𝐾)

… . … . … .
𝑔(𝑃𝑁 , 𝑥1,𝑦1) … . 𝑔(𝑃𝑖 , 𝑥𝐾 ,𝑦𝐾)

�
𝑁∗𝐾

          (2) 

In (2), an ‘M-dimensional’ binary vector ‘α_j’ represents 
the output weight that associates the ‘j-th’ hidden layer with the 
resultant output node. Here, a random projection is applied that 
states that if points associating the ‘j-th’ hidden layer in a 
vector space are of sufficiently high dimension, then the ‘j-th’ 
hidden layer may be projected into a lower-dimensional space 
in such a manner that it preserves the distances between points 
(therefore minimizing dimensionality). With original input 
vector being ‘P_(K*M)’, using a random ‘K*d’ matrix 
dimensional matrix ‘R’, then the projection of data on to a 

lower dimensional subspace is mathematically formulated as 
given below. 

𝑃𝐾∗𝑀 = 𝑅𝐾∗𝑑𝑃𝑑∗𝑀             (3) 

Then, with the above lower dimensional subspace random 
projection dimensionality of set of points and output matrix ‘Q’ 
is mathematically stated as given below. 

𝐻.𝛼 = 𝑄              (4) 

𝛼 = �

𝛼1
𝛼2
…
𝛼𝐾

�

𝐾∗𝑀

;𝑄 = �

𝑄1
𝑄2
…
𝑄𝑁

�

𝑁∗𝑀

            (5) 

Next, with the resultant matrices ‘H’ and ‘Q’, the objective 
of GRP-DEL model remains in solving the output weights ‘α’ 
by reducing the losses of prediction errors, leading to the 
following equation. 

𝛼𝑖(𝑛) = 𝛼𝑖(𝑛 − 1) − 𝛽𝑖(𝑛) 𝑀𝐴𝑖(𝑛)
�𝐺𝑖(𝑛)

            (6) 

From the above (6), ‘〖MA〗_i (n)’ symbolizes the 
moving average of feature or attribute ‘i’ at iteration ‘n’, 
with square gradient denoted by ‘G_i (n)’ and learning rate 
‘β_i (n)’ respectively. 

𝑀𝐴𝑖(𝑛) = 𝛾𝑛𝑀𝐴𝑖(𝑛 − 1) + (1 − 𝛾𝑛)           (7) 

𝐺𝑖(𝑛) = 𝜃𝑛𝐺𝑖(𝑛 − 1) + (1 − 𝜃𝑛)            (8) 

𝛽𝑖(𝑛) = 𝛽𝑖(𝑛 − 1) �(1−𝜃𝑛)𝑛

(1−𝛾𝑛)𝑛
            (9) 

From the above (7), (8) and (9) the factors ‘γ_n’ and ‘θ_n’ 
are utilized in fine tuning the decay rates of moving averages 
close to one (i.e., ‘γ_n=0.85’ and ‘θ_n=0.9’). The pseudo code 
representation of Gaussian Random Projection-based Deep 
Extreme Learning-based Clustering is given below. 

Algorithm 1: Gaussian Random Projection-based Deep 
Extreme Learning-based Clustering 

Input: Dataset ‘𝐷𝑆’, data points ‘𝐷𝑃 = {𝐷𝑃1,𝐷𝑃2, … . ,𝐷𝑃𝑛}’ 
Output: obtain cluster ‘𝑄𝑖’ corresponding to ‘𝑃𝑖’ in computationally 
efficient and precise manner 
1: Initialize ‘𝑚’ rows and ‘𝑛’ columns 
2: Begin 
3: For each Dataset ‘𝐷𝑆’ with data points ‘𝐷𝑃’ and input vector ‘𝑃𝑖’ 
4: Obtain pertinent output on the ‘𝑖 − 𝑡ℎ’ hidden layer employing 
Sigmoid activation function as in (1) 
5: Obtain output matrix via hidden layer as in (2) 
6: Evaluate Gaussian Random Projection as in (3)  
7: Estimate hidden layer output and calculate the output matrix as in 
(4) and (5) 
8: Repeat (training of neural networks) 
9: Solve output weights by minimizing prediction loss error as in (6) 
10: Treat each row of ‘𝑄’ as a point and cluster them into ‘𝐾’ clusters 
11: Estimate learning rates for cluster parameter as in (7), (8) and (9) 
12: Until (first-order gradients for neural networks is arrived at)  
13: Return ‘𝑄’ 
14: End for 
15: End  
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As given in the above Gaussian Random Projection-based 
Deep Extreme Learning-based Clustering algorithm, with the 
objective of reducing the outlier detection time along with the 
improvement in precision, two different functions are 
employed. First, by employing Gaussian Random Projection 
the dimensionality of data is said to be reduced by projecting 
original input space (i.e., the raw data) with the aid of a sparse 
random matrix. Second, by estimating the learning rate by 
means of square gradient minimizes the error involved during 
the process of clustering to a greater extent. As a result, with 
these two function, clusters are formed both in a 
computationally efficient and precise manner. 

IV. CHEBYSHEV TEMPORAL AND REFLECTIVE 
CORRELATION-BASED OUTLIER DETECTION MODEL 

Outlier detection remains to be one of the primary step in 
data mining tasks. The motive behind the outlier detection 
strategy here is to identify the features or parameters that are 
counterfeit from several other features. Different types of 
outlier detection models are said to exist. In order to determine 
the perpetual temporal outliers, we obtain outliers based on 
distance measures by analyzing temporal values of the objects 
employing Chebyshev Temporal and Reflective Correlation-
based Outlier Detection model. Fig. 3 shows the block diagram 
of Chebyshev Temporal and Reflective Correlation-based 
Outlier Detection model. 

 
Fig. 3. Block Diagram of Chebyshev Temporal and Reflective Correlation-

based Outlier Detection Model. 

As shown in the above figure, with the obtained clusters for 
the given dataset ‘DS’, in a ‘d-dimensional’ vector, with data 
point denoted by ‘DP={DP[1],DP[2],…DP[d] }’ at time 
instance ‘T’, distance between two points ‘〖DP〗_i’ and 
‘DP_j’ employing Chebyshev distance is mathematically, 
expressed as given below. 

𝐷𝑖𝑠 �𝐷𝑃𝑖 ,𝐷𝑃𝑗� = 𝑀𝑎𝑥��𝐷𝑃𝑖 − 𝐷𝑃𝑗��         (10) 

From the above (10), by employing the Chebyshev distance 
measure ‘Dis ( 〖 DP 〗 _i,DP_j )’, the greatest difference 
between two vectors (i.e., the data points) along any coordinate 
dimension (i.e., the cluster) is evaluated based on the 
maximum ‘Max(|〖DP〗_i-〖DP〗_j | )’ distance along one 
axis. To be more specific, based on the principle of chessboard 
distance as the minimum number of moves required by a king 
to go from one square to another is utilized; by means of 
Chebyshev distance, the overall outlier detection accuracy is 
said to be improved. Next, with the assumption of ‘m’ clusters 

‘〖Cl〗_1,〖Cl〗_2,…,〖Cl〗_m’ the centroid data point 
‘CP’ is then measured as given below. 

𝐶𝑙𝑖𝐶𝑃 [𝑖] =
∑ 𝐷𝑃[𝑖]𝑃 ∈ 𝐶𝑙𝑖

|𝐶𝑙𝑖|
           (11) 

With the above determination of the centroid (11), with the 
assumption that in a cluster ‘Cl’ most of the normal data points 
are hardly encircling the centroid data point of cluster ‘Cl’, the 
abnormal data points or the outlier are those generally farther 
from the centroid data point. Then the updated weight of a 
centroid data point is mathematically stated as given below. 

𝑊(𝐷𝑃) = 𝐷𝑖𝑠(𝐷𝑃,𝐶𝑙𝑖𝐶𝑃 [𝑖] )
∑ 𝐷𝑖𝑠(𝑆,𝐶𝑙𝑖𝐶𝑃 [𝑖] )𝑆∈𝑁𝑒𝑖𝑔ℎ(𝐷𝑃)

          (12) 

From the above (12), the weight of data point ‘DP’ in 
cluster ‘〖Cl〗_i’ is estimated based on the neighbors of 
‘Neigh(DP)’ in ‘〖Cl〗_i’. Finally, to reflect the robustness 
and direction of linear correlation between two data points and 
minimizing the false positive cases, Reflective Correlation 
Coefficient is applied. RCC function is employed to evaluate 
the amount of dependency between two distributions of 
normalized scores ‘G_i^Norm (DP),G_j^Norm (DP)’ and is 
mathematically stated as given below. 

𝑅𝐶𝐶 �𝐷𝑃𝑖 ,𝐷𝑃𝑗� =
𝑊(𝐷𝑃𝑖)𝑊�𝐷𝑃𝑗�

�(∑𝐷𝑃𝑖)2�𝐷𝑃𝑗�
2
          (13) 

From the above (13), reflective correlation coefficient 
‘RCC’ is obtained based on the weighted data points ‘W(〖DP
〗_i )’ and ‘W(〖DP〗_j )’ respectively. The final form of the 
objective function for minimizing the false positive cases of the 
‘j-th detector’ is mathematically stated as given below. 

𝑅𝑒𝑠𝑗 = �𝐺𝑗𝑁𝑜𝑟𝑚(𝐷𝑃)� − �𝐺𝑗𝑁𝑜𝑟𝑚(𝐷𝑃𝑂)�         (14) 

From the above (14) ‘G_j^Norm’ forms the normalized 
score function of the ‘j-th detector’, ‘DP’ denoting the 
data points with contaminated dataset and ‘〖DP〗_O’ 
denoting the outliers. The pseudo code representation of 
Chebyshev Temporal and Reflective Correlation-based Outlier 
Detection is given. 

Algorithm 2 Chebyshev Temporal and Reflective 
Correlation-based Outlier Detection 

Input: Dataset ‘𝐷𝑆’, data points ‘𝐷𝑃 = {𝐷𝑃1,𝐷𝑃2, … . ,𝐷𝑃𝑛}’ 
Output: Accurate Outlier Detection 
1: Initialize time instance ‘𝑇’ 
2: Begin 
3: For each Dataset ‘𝐷𝑆’ with data points ‘𝐷𝑃’ and cluster ‘𝑄𝑖’ 
4: Evaluate distance between data points ‘𝐷𝑃𝑖’ and ‘𝐷𝑃𝑗’ as in (10) 
5: For each cluster ‘𝑄𝑖’ 
6: Evaluate centroid data point as in (11) 
7: Evaluate weight of data point as in (12) 
8: Estimate Reflective Correlation Coefficient as in (13) 
9: Obtain final form of the objective function of the ‘ 𝑗 −
𝑡ℎ 𝑑𝑒𝑡𝑒𝑐𝑡𝑜𝑟’ as in (14) 
10: Return (outliers ‘𝐷𝑃𝑂’) 
11: End for  
12: End for  
13: End  
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As given in the above Chebyshev Temporal and Reflective 
Correlation-based Outlier Detection algorithm, with the 
objective of improving the outlier detection accuracy with 
minimum falsification, two different functions are employed. 
First with the obtained clusters based on the data points, 
Chebyshev distance function is applied to estimate the 
difference between two data points along any cluster. Based on 
the minimum number of positioning between clusters, 
according to time, results are obtained, therefore ensuring 
outlier detection accuracy. Second by employing the Reflective 
Correlation Coefficient function dependency between two 
distributions or data points are obtained therefore reducing the 
false positive rate to a greater extent. Finally, the outliers are 
obtained. 

V. EXPERIMENTAL SETUP 
In this section, experimental analysis of the Random 

Projection Deep Extreme Learning-based Chebyshev 
Reflective Correlation (RPDEL-CRC) method for outlier 
detection in data mining is presented. In this section, the 
performance of the proposed RPDEL-CRC is compared with 
the state-of-the-art methods, fuzzy rough granules-based outlier 
detection (FRGOD) [1] and Iterative ensemble method with 
distance-based data filtering [2] using NIFT-50 Stock Market 
Dataset (https://www.kaggle.com/datasets/rohanrao/nifty50-
stock-market-data). Simulations are performed in R 
Programming language. Fair comparison between proposed 
RPDEL-CRC method and existing fuzzy rough granules-based 
outlier detection (FRGOD) [1] and Iterative ensemble method 
with distance-based data filtering [2] are made for evaluating 
different parameters like, outlier detection time, outlier 
detection accuracy, false positive rate and error for different 
iterations. 

A. Case Analysis of Outlier Detection Time 
The first metric significant for cluster based outlier 

detection is the time consumed in detecting the outlier. To be 
more specific, outlier detection time refers to the time 
consumed in detecting the outliers. Lower the outlier detection 
time more efficient the method is said to be because earlier the 
time consumed in detecting the outlier is more efficient the 
method is. The outlier detection time is mathematically stated 
as given below. 

𝑂𝐷𝑡𝑖𝑚𝑒 =  ∑ 𝑆𝑎𝑚𝑝𝑙𝑒𝑠𝑖 ∗ 𝑇𝑖𝑚𝑒 �𝑅𝑒𝑠𝑗�𝑛
𝑖=1          (15) 

From the above (15), the outlier detection time ‘〖OD〗
_time’ is measured based on the samples involved in the 
simulation process ‘〖Samples〗_i’ and the time consumed 
in detecting the outliers ‘Time [〖Res〗_j ]’. It is measured 
in terms of milliseconds (ms). Table I given below shows the 
results of outlier detection time observed for three different 
methods, RPDEL-CRC, FRGOD [1] and Iterative ensemble 
method with distance-based data filtering [2]. 

Fig. 4 illustrated above shows the outlier detection time 
with respect to 50000 different numbers of samples obtained at 
different intervals from different companies stock values 
between years 2007 and 2021. These curves are plotted with 
increasing cardinality of training samples ranging between 
5000 and 50000. With the increasing cardinality, the number of 

samples involved in analysis for outlier detection increases and 
therefore an increase in the outlier detection time is observed. 
However, simulations with 5000 samples observed ‘250ms’ for 
detecting outliers with respect to single stock sample using 
RPDEL-CRC, ‘350ms’ for detecting outliers with respect to 
single stock sample using [1] and ‘450ms’ for detecting 
outliers with respect to single stock sample using [2]. From this 
analysis it is inferred that the outlier detection time using 
RPDEL-CRC is comparatively lesser than [1] and [2]. The 
reason behind is the incorporation of Gaussian Random 
Projection-based Deep Extreme Learning-based Clustering 
model. By applying this model, dimensionality of data or data 
points are said to be reduced using Gaussian Random 
Projection based on projecting original input space (i.e., the 
raw data) with the aid of a sparse random matrix. With this, 
data points considered to be outliers are obtained that in turn 
assist in detecting the outliers altogether. Therefore, the outlier 
detection time using RPDEL-CRC method is found to be 
reduced by 20% compared to [1] and 37% compared to [2]. 

TABLE I. TABULATION FOR OUTLIER DETECTION TIME 

Samples 
Outlier detection time (ms) 

RPDEL-
CRC FRGOD Iterative ensemble method with 

distance-based data filtering 

5000 250 350 450 

10000 295 395 555 

15000 355 435 635 

20000 410 485 680 

25000 435 535 745 

30000 485 625 795 

35000 525 685 835 

40000 595 745 890 

45000 685 800 920 

50000 735 835 955 

 
Fig. 4. Graphical Representation of Outlier Detection Time. 

B. Case Analysis of Outlier Detection Accuracy 
The second parameter of significance for cluster based 

outlier detection is the accuracy rate. In other words, the outlier 
detection accuracy is measured based on percentage ratio 
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between the samples involved in simulation process ‘〖
Samples〗_i’ and the actual samples accurately detected with 
outliers ‘〖Samples〗_ODC’. This is mathematically stated 
as given below. 

𝑂𝐷𝑎𝑐𝑐 = ∑ 𝑆𝑎𝑚𝑝𝑙𝑒𝑠𝑂𝐷𝐶
𝑆𝑎𝑚𝑝𝑙𝑒𝑠𝑖

𝑛
𝑖=1 ∗ 100          (16) 

Table II given shows the results of outlier detection 
accuracy observed for three different methods, RPDEL-CRC, 
FRGOD [1] and Iterative ensemble method with distance-
based data filtering [2]. 

Fig. 5 illustrates the outlier detection accuracy for 50000 
different stock samples obtained from the NIFTY-50 stock 
dataset at different time instances. From the figure it is inferred 
that the outlier detection accuracy is found to be inversely 
proportional to the stock samples involved in the simulation 
process. In other words, increasing the stock samples for 
detecting the outlier causes an increase in the overall data 
points involved in the process and this in turn minimizes the 
outlier detection accuracy. However, sample simulations 
performed with 5000 samples 4845 samples were accurately 
detected with outliers as it is using RPDEL-CRC, 4755 
samples using [1] and 4695 samples using [2]. With this the 
overall accuracy using the three methods were found to be 
96.90%, 95.1% and 93.9% respectively. The overall accuracy 
was found to be improved using RPDEL-CRC upon 
comparison with [1] and [2]. The reason behind the outlier 
detection accuracy improvement was owing to the application 
of Chebyshev distance function. By applying this distance 
function, the difference between two data points along any 
cluster was first evaluated. Then, on the basis of the minimum 
number of positioning between clusters, according to time, 
results were obtained, i.e., outliers were detected, therefore 
ensuring outlier detection accuracy. This in turn improved the 
outlier detection accuracy using RPDEL-CRC method by 3% 
compared to [1] and 7% compared to [2]. 

C. Case Analysis of False Positive Rate 
False positive rate is measured as the ratio between the 

numbers of negative events (i.e., negative outliers) wrongly 
categorized as positive (i.e., outliers) and the total number of 
actual negative events (i.e., actual outliers). This is 
mathematically stated as given below. 

𝐹𝑃𝑅 =  𝐹𝑃
𝐹𝑃+𝑇𝑁

            (17) 

From the above (17), the false positive rate ‘FPR’ is 
measured based on the false positive samples ‘FP’ (i.e., 
actually the data are not outliers) and the true negative samples 
‘TN’ (i.e., outliers detected as outliers) respectively. Table III 
given shows the results of false positive rate observed for three 
different methods, RPDEL-CRC, FRGOD and Iterative 
ensemble method with distance-based data filtering [2]. 

TABLE II. TABULATION FOR OUTLIER DETECTION ACCURACY 

Samples 
Outlier detection accuracy (%) 

RPDEL-
CRC FRGOD Iterative ensemble method with 

distance-based data filtering 

5000 96.9 95.1 93.9 

10000 95.35 94.35 91.15 

15000 94.15 92.85 90.35 

20000 94.05 91.55 88.15 

25000 93.85 91 88 

30000 93.25 90.85 87.35 

35000 93 90.25 86 

40000 92.55 89.85 85.25 

45000 92.15 89.15 84.35 

50000 92 89 83 

 
Fig. 5. Graphical Representation of Outlier Detection Accuracy. 

TABLE III. TABULATION FOR FALSE POSITIVE RATE 

Samples 
False positive rate (%) 

RPDEL-
CRC FRGOD Iterative ensemble method with 

distance-based data filtering 

5000 0.007 0.015 0.025 

10000 0.015 0.018 0.026 

15000 0.018 0.025 0.028 

20000 0.02 0.028 0.033 

25000 0.022 0.031 0.035 

30000 0.025 0.032 0.036 

35000 0.027 0.035 0.038 

40000 0.029 0.037 0.042 

45000 0.035 0.039 0.044 

50000 0.038 0.042 0.048 
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Fig. 6. Graphical Representation of False Positive Rate. 

Fig. 6 given depicts false positive rate for different stock 
samples. From the figure, it is inferred that the false positive 
rate also increases with the increase in the number of stock 
samples involved in the simulation and hence the false positive 
rate is found to be directly proportional to the stock samples or 
samples. However, simulations conducted for 5000 samples 
show a false positive rate of 0.007 using RPDEL-CRC, 0.015 
using FRGOD [1] and 0.025 using Iterative ensemble method 
with distance-based data filtering [2]. From this, it is observed 
that the false positive rate is comparatively lesser using 
RPDEL-CRC when compared to [1] and [2]. The reason 
behind is the application of Chebyshev Temporal and 
Reflective Correlation-based Outlier Detection algorithm. By 
applying this algorithm, dependency between two distributions 
of data points or data are separated. First, according to different 
weight of data points, i.e., based on the neighbors or data 
points in cluster, updated weight of a centroid data point is 
obtained. Next, with the identified updated weight of a centroid 
data point, outliers are detected based on the linear correlation 
between data points. Hence, by applying different updated 
weight of a centroid data point for each cluster, false positive 
rates are significantly reduced using RPDEL-CRC method by 
24% compared to [1] and 36% compared to [2]. 

D. Case Analysis of Error Rate  
Finally, the error rate involved in outlier detection is 

discussed in this section. The error rate is one of the significant 
parameters involved in the outlier detection process. This is 
owing to the reason that while clustering certain data points are 
said to be misplaced in the adjoining clusters, therefore 
resulting in error. This error rate is mathematically stated as 
given below. 

𝐸𝑅 = �𝑉𝑎𝑐𝑡𝑢𝑎𝑙−𝑉𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑
𝑉𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑

� ∗ %          (18) 

From the above (18), the error rate ‘ER’ is measured based 
on the actual value ‘V_actual’ or the actual data point 
positioning and the expected value ‘V_expected’ or the 
expected data positioning. It is measured in terms of 
percentage (%). Finally, Table IV lists the error rate obtained 
using the (18). 

Finally, Fig. 7 illustrates the error rate observed during the 
process of outlier detection. From the figure, an increasing 

trend is found to be observed using all the three methods, 
RPDEL-CRC, FRGOD [1] and Iterative ensemble method with 
distance-based data filtering [2] increasing the stock samples. 
This is due to the reason that with the increase in the stock 
samples provided as input obtained during different time 
instances from different companies, first, clusters are 
performed. While performing the clustering based on data 
points certain data points due to temporal instances cause a 
small shift in the positioning of clusters. This in turn results in 
the deviation and therefore error. However, simulations 
conducted with 5000 samples with actual data positioning 
observed to be 53, the expected data positioning using the three 
methods were observed to be 48, 45 and 43. Hence, the error 
rate were found to be 9.4%, 15.09% and 18.86% respectively 
using the three methods, therefore reducing the error with 
RPDEL-CRC method. The reason behind the minimization of 
error using RPDEL-CRC method was due to the application of 
Gaussian Random Projection-based Deep Extreme Learning-
based Clustering algorithm. By applying this algorithm, the 
learning rate for solving the output weights were estimated by 
means of square gradient. As a result, the error rate using 
RPDEL-CRC was said to be reduced by 28% compared to [1] 
and 45% compared to [2]. 

TABLE IV. TABULATION FOR ERROR RATE 

Samples 
Error rate (%) 

RPDEL-
CRC FRGOD Iterative ensemble method with 

distance-based data filtering 

5000 9.4 15.09 18.86 

10000 9.75 16.15 21.32 

15000 10.35 16.35 22 

20000 10.85 17.25 22.85 

25000 11.35 17.85 24.35 

30000 13.15 18.35 24.85 

35000 15.25 20 25 

40000 17.35 21.35 28 

45000 19.55 22.45 29.35 

50000 21.25 23 30 

 
Fig. 7. Graphical Representation of Error Rate. 
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VI. CONCLUSION 
In spite of the fact that there has been an improvement in 

outlier detection, nevertheless mushrooming outliers are still 
found in its disastrous intents. In this day and age, it has 
become a big ultimatum that the behavior of outliers has to be 
monitored in many data mining tasks. In this paper, we 
proposed a new outlier detection method, called, Random 
Projection Deep Extreme Learning-based Chebyshev 
Reflective Correlation (RPDEL-CRC). The main contributions 
of our proposed RPDEL-CRC method is to the field of outlier 
detection that reduces the outlier detection time, error and false 
positive rate involved with maximum accuracy. The proposed 
method reduces the outlier detection time and error for 
operating the outlier detection via Gaussian Random 
Projection-based Deep Extreme Learning model that initially 
performs the clustering process by means of Gaussian Random 
Projection function. Next, with behavior grouping and 
clustering using Deep Extreme Learning, false positive rate is 
reduced in a timely manner. Third, the actual outlier detection 
process based on the clustering results is performed by means 
of Chebyshev Temporal and Reflective Correlation-based 
Outlier Detection model. Simulations were performed to 
evaluate the performance of RPDEL-CRC, FRGOD and 
Iterative ensemble method with distance-based data filtering 
method. Simulation results revealed that the proposed RPDEL-
CRC method outperforms, FRGOD and Iterative ensemble 
method with distance-based data filtering method 
implementations, in terms of outlier detection time, accuracy, 
error rate and false positive rate. 
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Abstract —Researchers are becoming increasingly interested 

in odd behaviour as machine learning and data analytics 

develop. The goal of this work is to improve the estimation of 

numerous factors that hide outliers and produce the best 

clustering results. In the real-time environment, outlier 

detection is an important research area. To deal with the 

overwhelming amount of uncertainty, the following factors 

make the approach difficult: a) defining the boundary between 

normal and abnormal behaviour b) cluster size distributed 

over space; c) stabilising the centroid point; d) model 

validation; e) difficult to distinguish noise; f) modifying 

unnormalized data into robust data; g) estimating fuzzy 

function point metric that gives more insight to imbalanced 

data in outliers using fuzziness. The primary goal of the first 

stage is to reduce noise. The data is clustered using fuzzy 

clustering in the second stage. To stabilise the centroid, the 

third stage uses a variety of algorithms, including numerous 

rounds of k-means, fuzzy clustering, and an improved method. 

After that, determine the fuzzy-fp metric, fuzzy variable index, 

and utilisation factor to complete the outcome analysis. Using 

the silhouette, Pseudo-F-Statistic, and Constellation methods, 

the cluster goodness is verified in the last stage. The benefits 

and drawbacks of this strategy are effectively listed. In a huge 

dataset, the outcome reveals a higher performance that 

identifies the factor by a high performance score and adds 

insight to provide a balanced view of the data. 

Keywords– Clustering and Fuzzy. 

 
I. INTRODUCTION 
In a variety of sectors, data mining is becoming increasingly 

popular. Researchers are tremendously interested in 

uncovering unexpected behaviour across large datasets. In 

data mining, outlier detection is intensively investigated and 

developed for specific application domains, while others are 

generic in nature. It's one of the most significant and hotly 

debated topics in science, and it's facing a slew of new 

difficulties. Changes in system behaviour, mechanical faults, 

human error, natural variations, and instrumental error all 

includes in it. Due to technological advancements, it aids in the 

comprehension of numerous dimensions that are used in 

various substantive fields. An outlier is a rare occurrence in a 

dataset that could be caused by a variety of factors. Finding 

and eliminating outliers from a data sample using simple 

univariate statistics such as standard deviation and 

interquartile range improve predictive modelling performance 

from a training dataset. The technique of finding outliers in a 

dataset is known as outlier detection. They defy the 

dataset's usual patterns. Outliers are predicted by a goal 

variable, but the rest of the points are typical. A clustering 

technique is used to find outliers, which skews the model's 

representation. Noise can take many forms, including 

incorrect data entry, mechanical faults, experimental failure, 

and natural diseases. 

II. OUTLITER DECTECTION TYPES 
 necessary. 

 Unsupervised :There is no need to label the 
training data. 

 Semi-supervised : an approach that combines 
supervised and unsupervised techniques 

A. Applications 

Detection of Fraud, Detecting the intrusion into the network 

Monitoring system activity and network performance, 

evaluating satellite photos, Keeping track of the passage of 

time, Data Leakage Prevention, Medical Report Diagnosis, 

Criminal Actions in E-Commerce, Video Surveillance, Anti-

Terrorism, Pharmaceutical Research, recognising novelties, 

etc. 

 

III. OBJECTIVE OF THIS PAPER  

All Patterns that do not fit into a well-defined definition of 

normal behaviour are referred to as outliers. Anomalies, 

abnormalities, deviants, discordants, extreme data points, 

and other terms for outliers are all used to describe them. 

The phrases Outlier and Anomaly are interchangeable when 

it comes to revealing important information about a typical 

features. The following reasons make the technique 

extremely difficult: a) defining the line between normal and 

abnormal behaviour; b) model validation c) separating 

noise. b) cluster size distributed over space; c) stabilising 

the centroid point f) modifying unnormalized data into 

robust data;  
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g) estimating fuzzy function point metric that gives more 

insight to imbalanced data in outliers using fuzziness 

A. Organization of the Paper 
The Outlier detection (also known as anomaly 

detection) is a crucial and difficult task in data mining for a 

variety of applications, including credit card fraud detection, 

intrusion detection, and image processing. They analyse the 

datasets in a meaningful and entertaining way. This study 

describes a method for detecting outliers that is both accurate 

and efficient. Outlier detection and prediction are inextricably 

linked. Outlier detection in its various forms is used in a variety 

of fields to identify intrusion, recognise anomalies, and so on. 

Detecting occurrences in credit card transactions that are 

fraudulent analysing system network traffic, diagnosing 

medical reports executing the legislation change, hastening the 

damage figuring out textual anomaly detection in the industrial 

sector figuring out how to detect textual irregularity in the 

industrial sector etc.,This study suggests that instead of 

deleting outliers, they should be worked with to fit within the 

boundary if necessary, as well as enhancing the estimation of 

various parameters that mask outliers during clustering. 

An outlier in a dataset is an uncommon occurrence 

that can be caused by a multitude of circumstances. Simple 

univariate statistics such as standard deviation and 

interquartile range can help forecast model performance by 

identifying and removing outliers from a data sample. Compare 

typical and anomalous observations before declaring a 

datapoint as "outlier." Outlier is a term that refers to the 

intrinsic diversity of observation. Two types of outliers are 

possible. a) Excessive values (correct entry can not fit within 

cluster) b) Errors ( wrong entry in the right place). The 

statistical analysis is hampered by missing values and null 

values, which lead to errors and disruptions. Error metrics is 

the most important phase in detecting the error from the 

prediction of evaluation. 

B. Related Works 
Unsupervised techniques of mixed data are studied in [1]. 

Applications, techniques in various domains are studied in [2]. 

A survey about outliers are studied in [3]. Cluster centroid 

stability using fuzzy is studied in [4]. Multivalued data streams 

using clustering is studied in [5]. 

C. Fuzzy clustering 

Clustering is the process of identifying comparable groupings 

of data in a dataset. Clustering is a strategy for unsupervised 

learning that is subjective in nature. Soft clustering, often 

known as fuzzy clustering, is a type of clustering that has a 

tendency to be fuzzy. Simple implementation with dependable 

performance creates uncertainty in the model. In 1981, Jim 

Bezdek came up with the idea that for each member in the 

dataset, it discovers known variants using the membership 

[0,1] and prototype matrix. 

 The membership grade (or degree of membership) is 

calculated using Euclidean distance and statistical features 

of clusters. 

 

Fig. 1. Fuzzy  Clustering 

Consider a set S with a subset A(x) and elements defined as 

A(x) = 1 if membership degree is subset value 0, and A(x) > 

subset value if membership degree is > subset value. The 

fuzzy membership ranges from 0 to 1. Each data point is 

assigned membership, and the distance between the data 

point and the cluster centre is determined. The centroid 

centre, rather than the borders, has a high degree of 

membership for the data objects. A membership value of 

one corresponds to each data point. 

D. Pseudocode of Fuzzy  

1.Set up the membership matrix U. 

2.Find the centre of the fuzzy cluster circle C. 

3.Using Euclidean distance, calculate the distance between 

distinct circle centres. 

4.Continue to calculate OF until it falls below the threshold. 

5.Otherwise, To acquire the best value, fix a random point 

'p' and repeat step 2 again. 

 

E. Proposed Methodology 

"There won't be any intruders among the outliers." They 

have a variety of effects on the regression line, including the 

appearance of normal predictor values, atypical predictor 

values following the line, and unusual predictor values not 

following the line. Outliers can be caused by a variety of 

factors, including incorrect entry, misreporting, sample 

error, and a rare but genuine value. a)Discarding 

b)Winsorizing c)Variable transformation d)Fit various 

models are some of the common methods for dealing with 

outliers. e)Dropping but not forgetting f)Non-parametric 

approaches. 
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Fig. 2. The Framework of HoF Analysis 

Outliers are points that are distinct from the rest of the 

data and provide useful information for the analysis. 1.data 

turns out to be skewed format 2.changes the overall statistical 

distribution of data in terms of mean,variance 3.Leads to obtain 

a bias in the accuracy level of the model. Figure 2 shows the 

framework of HoF. 

F. System Model 

 

 

 

Fig. 3. Block Diagram of Proposed model (HoF) 

G. Proposed Algorithm (HoF : Hit of Fit) 

To create an objective function, run FCM. [HOF] 

To find outliers, divide the data into tiny groups. 

The remaining details (not in step 2) 

Begin  

Sum=0.5 

Remove one point from each Pi point in the set.  

Calculate HOFi using Pi 

 

DOFi=(HOF-HOFi)/2 is the formula for calculating DOFi. 

Sum =DOFi+Sum 

Do Avg DOF=sum/n and return Pi. 

Pi is equal to each point 

Do If (DOFi> T) and return if point pi is an outlier. 

Otherwise, come to a halt. 

 
H. Experimental setup 

Case analysis of Outlier Detection – centroid stability 

 

Fig.4 Stabilizing centroid point of the cluster 

       Consider a Dataset ‘ds’ with ‘dpi’ datapoints as inliers, 

‘dpo’ datapoints as outliers and ‘dr’ as distance with 

reachability time. If reachability time is minimum, 

computational efficiency is high. From Fig. (3),  

If dpi< threshold boundary, so called inliers 

If dpo< threshold boundary, so called outliers. 

TABLE ICENTROID STABILIY 

Dataset Samples FCM 

(outliers 

detected) 

HoF(outliers 

detected) 

No of 

iterations 

Stock 3000 yes yes 250 

Advertising 200 No yes 250 

 
 

TABLE 2 
COMPUTATIONAL EFFICIENCY 

Dataset Sample

s 

FCM 

(outlier

s 

detecte

d) 

HoF(outlie

rs 

detected) 

No of 

iteration

s 

Stock 3000 yes yes 250 

Advertisin

g 

200 No yes 250 
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From Table 1 and 2 it is clear that HoF algorithm works well in 

aspect of cluster centroid stability and high computational 

efficiency. 

1.When data is normalised with a Z-score (-3 to +3), an IQR is 

calculated. (IQR) (Interquartile Range) (Interquartile Range) 

(Interquartile Range 

2.Data is prepared using one of the following methods: 

a)Graphical Method b)Numerical Method 

3.Analysis Techniques a)HighReverage Point b)Influential 

Observations c)Simple Linear Regression a)High Reverage 

Point b)Influential Observations c)Simple Linear Regression 

a)High Reverage4.Assessment Methods - Algorithms for fuzzy 

grouping and calculating centroid 

 

IV. COMPARATIVE ANALYSIS 

Before clustering consider the following points, i) determine 

the number of clusters to be stated. ii) Know how to 

optimize(k=3) and solve a problem before creating the method. 

iii) Understand why your data should be grouped into a certain 

number. Following table shows the comparative analysis. 

 

TABLE 3 
COMPARATIVE ANALYSIS OF DATASETS 

 

Algorithm Dataset 
No of 

record
s 

No of 
cluster

s 

Result 
percentag

e 

FCM 
Advertisin

g 
200 3 44.06% 

Stock_data 3000 3 52.52% 
Proposed 
algorithm(HoF
) 

Advertisin
g 

200 3 61.92% 

Stock_data 3000 3 69.48% 
 

Thus from fig (4) and table 3 shows that proposed system 

works well for stock dataset in an efficient manner.  

 

V. Conclusions 

We obtain subjective knowledge and observation of the data 

through analysing. The proposed approach is compared with 

existing method by considering advertising and stock dataset 

to prove stability of the centroid and high computational 

efficiency.  
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Abstract 

Securing data accuracy in WSNs (Wireless Sensor Networks) is a 

major problem. Aggregation techniques for improving accuracy in data 

processing have been gaining attention of scholars, recently. Existing 

security systems using singular paths for transmission of data have 

delays in transmissions while being open to intrusions. Moreover, 

increased computational overheads and processing time increases the 

delay of data transmission in the given networks. To overcome these 

issues, this work proposes ELSOA-CA (Enhanced Lion Swarm 

Optimization Algorithm and Centralized Authentication) method. This 

method focuses on an optimal, faster and energy efficient data 

transmissions while ensuring accurate decisions on tomato crops. 

Multipath routing introduced in the proposed method ensures faster 

data transmissions by selecting optimal forwarder nodes which satisfy 

the constraints of delay and energy. Optimal forwarder node selection 

is done using ELOSA algorithm. Data transmissions are secured by 

centralized authentication involving third party nodes. Each and every 

node in a region gets registered with the authentication node where a 

node’s genuineness is checked the node is allowed into the forwarder 

node list, used for data routing. CA (Centralized Authentication) 

enhances the security level of data transmissions over WSN multi path 

routing. ELSOA-CA framework’s simulation results provide higher 

throughputs, reduced energy consumptions, improved network 

lifetimes PDRs (Packet Drop Ratios) and lesser delay times. 

 

Keywords: 

Wireless Sensor Networks, Enhanced Lion Swarm Optimization 

Algorithm, Centralized Authentication Approach, Secured Data 

Transmission, Multipath Routing 

1. INTRODUCTION 

WSNs are made of thousands of sensor nodes which 

communicate amongst themselves and are used in environment 

monitoring like humidity, temperature, air pollution and seismic 

event detections. WSN sensor nodes have processing, sensing and 

communication units. They transmit data using radio transceivers 

to a centralized collection point called Base Station (BS) [1] [2]. 

WSN nodes are powered by non-rechargeable batteries and their 

energy resources are limited. Though the distance between the 

sink and nodes is long, high node density and multi-hop models 

compensate this distance during communications. Each node 

passes collected information to neighboring nodes in the network.  

Harvested energy is not-based on a time factor and varies thus 

predicting energy is a crucial task. The low energy levels of sensor 

nodes can cause serious impacts such as packet drop, data 

reliability and network lifetime. Many approaches have proposed 

management of node activities like node’s sampling rate or energy 

harvests for effectively improving network lifetimes and 

performances [3]. WSN routings approaches-based on energy 

harvests have been widely proposed. For Example, an intelligent 

approach-based on harvested energy using maximum point 

tracking algorithm powered by solar power was proposed in [4], 

while the study in [5] presented Harvesting Aware Speed 

Selection (HASS) by implementing an iterative process with 

dynamic voltage scaling to maintain the network energy 

consumption levels and saving harvested energy. Similarly, 

geographical routing-based approaches have also been adopted 

widely in which 1-hop neighbor nodes are selected for data 

transmissions.  

The study in [6], presented Easy-Go approach using 

geographical routing-based packet forwarding for energy 

management. Duty-cycle-based approaches have also been 

introduced to improve the network lifetime [7]. The 

aforementioned techniques are-based on the different type of 

forwarding schemes. Schemes-based on packet forwarding, sleep-

awake scheduling etc. have been addressed using cross-layer-

based communication [8]. Though these schemes provide better 

lifetime performances, maintaining energy consumptions and 

harvesting energy is important and hence development of 

harvested energy management is a crucial task 

In general, the energy harvesting process is mainly 

categorized into two main categories as energy harvesting from 

natural resources such as wind, thermal and vibration and energy-

rich sources using wireless energy transfer mechanism. As 

discussed before, WSNs adopted for various applications can use 

energy harvesting techniques for improving network lifetime as 

energy harvesting techniques provide a continuous supply of 

energy to the sensor nodes, keeping them alive [9].  

This assumption culminated in [10] where energy harvesting 

was used for packet forwarding. The study’s proposed scheme 

created gradient-based node’s relative position. This clustering 

model chose cluster heads-based on a value computed using 

storage and relative distances. The model also proposed a 

distribution of energy where the cluster heads shared traffic loads 

amongst themselves. Their scheme reduced cluster head 

reformation frequencies by reducing overheads. The Fig.1 depicts 

the structure of a WSN. 

Current WSNs use multi-path schemes to enhance network 

performances as they can be accomplished by efficient utilization 

of resources. These schemes have also been formulated in wired 

and WSNs for reliability/fault-tolerant data transmissions, QoS 

(Quality of Service) and congestion controls. Multi-path routing 

schemes need to consider several constraints like power 

limitations, minimized computational capability and low memory 

resources. Moreover, the limitations in short-range radio 

communications like fading effects and interferences add 

challenges to multi-path protocol designs [11]. Existing multi-

path schemes of traditional WSNs like Ad hoc networks have 

issues directly-based on low energy resources.  
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Fig.1 Structure of WSN 

Due to the aforesaid reasons, the main aim of this work is 

optimizing the routing in WSNs with quick data transmissions. 

The next section is a review of related literature while section 

three discusses the proposed ELSOA-CA framework. 

Experimental results and the proposed scheme’s performance are 

analyzed in section four. The paper concludes with section five. 

2. RELATED WORK 

Nguyen et al. [12] discussed the advantages of the WSN and 

the contribution of energy-harvesting schemes to improve the 

communication performance of the network. The authors focused 

on the advantages of energy harvesting schemes for IoT (Internet 

of Things)-based applications. The main advantage of the energy 

harvesting technique is that the energy source replacement issues 

can be resolved by providing the continuous power supply with 

the help of ambient sources of energy. Various types of 

approaches have been introduced recently to overcome the issue 

of energy harvesting such as the development of an efficient 

model for power generation and energy-aware routing protocols 

etc. The hardware implementation can cause a higher cost of 

implementation hence routing protocols are considered as a 

promising solution to address these issues. In this work, authors 

focused on the energy harvesting and developed energy-

harvesting-aware- routing for heterogeneous IoT-based WSN 

applications.  

Tang et al. [13] also focused on the IoT-based application 

scenario for energy-harvesting in WSN. In this work, a Trust-

Based Secure Routing approach is developed which helps to 

improve the security and maximizes the available energy for 

energy-harvesting for sensor networks. According to this process, 

source and sink communicate using disjoint paths and hence the 

data can be verified separately to ensure the security. 

Furthermore, a traceback approach is also implemented which 

uses a probability-based approach to identify the malicious node. 

This probability-based approach helps to cop-up the issue of 

security and battery levels. 

Fractional clustering was used by Sirdeshpande et al. [14] in 

their study. Their optimization algorithm called Fractional Lion 

(FLION) used clustering for finding energy efficient routing 

paths. Their proposed schema improved network’s lifetime and 

energy in their rapid selection of Cluster Heads (CHs). Their 

proposed FLION clustering algorithm used a fitness function for 

computing intra/inter cluster distances, CH energy, delays and 

node’s energy while formulating multi-paths for routing. Their 

fitness function quickly identified cluster centroids for efficiency 

in discovering routing paths. They evaluated their proposed 

FLION clustering with other clustering algorithms like Fractional 

LSDAR, Low Energy Adaptive Clustering Hierarchy (LEACH), 

Artificial Bee Colony (ABC) and Particle Swarm Optimization 

(PSO)-based clustering algorithms. Experimentations of FLION 

showed that the scheme maximized WSN’s lifetime. 

Conditions conducive to routing were specified by Arya et al. 

[15]. The study detailed on ideal conditions required for feasible 

bandwidth usage. Their bandwidth estimations were optimized 

for saving energy using Ant Colony Optimization (ACO). Their 

work showed the performances of energy aware routing protocols 

without optimizations to compute WSN energy utilizations with 

estimated bandwidths. ACO optimized energy consumptions and 

computed optimized bandwidths for routing paths. Network 

performance was analyzed using bit error rates. Their 

experimental results showed ACO optimizations provided 

feasible and efficient routing solutions that improved WSN’s 

lifetime.  

Lion Swarm Optimization (LSO) was used by Guo et al. [16] 

in their work which attempted to improve global exploration 

capabilities using multi-agent structures. Their scheme combined 

LSO and multi-agent system for improving efficiency and 

accuracy in searches and by using group/environment information 

in a recursive fashion for economic load distribution of power. 

Their experimentation results showed that their proposed system 

significantly improved efficiency and robustness of power 

distribution, proving its effectiveness. 

The work by Chang et al. [17] used Elliptic Curve 

Cryptography (ECC) in WSNs for improving authentications for 

protocols. The proposal initialized systems, registered nodes and 

authenticated nodes. A multiplication operation and sensor ID 

hash value were used for authenticating nodes. Nodes also 

authenticated other nodes using the scheme to enhance WSN 

security.  

ECC was also used by Shankar et al. [18] to implement data 

exchanges or secure distribution of keys which paralleled RSA 

security with a lesser key size. The scheme also proposed mutual 

authentications between sink nodes and base station servers. The 

sink’s ID, a random registered and timestamp values were used 

for the bi-authentication mechanism. The proposed scheme could 

detect replay attacks and enhanced security in healthcare-based 

WSN devices. 

3. PROPOSED METHODOLOGY 

The proposed methodology is aimed at helping agriculture by 

proposing ELSOA-CA framework which ensures accuracy of 

decisions regarding tomato crops using WSN sensor data. The 

overall methodology of ELSOA-CA framework is depicted in 

Fig.2.  
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Fig.2. ELSOA-CA Framework - Block Diagram 

3.1 SYSTEM MODEL 

In this scenario, WSN is composed of N different sensor 

nodes, which can sense, observe and obtain data. Each node in the 

given network are immobile and power controlled [19]. All WSN 

nodes execute sensing tasks regularly with constant information 

transmissions to the BS which handles nodes within/outside its 

range. Nodes can be CHs or plain sensor nodes. The network 

formation is shown in Fig.3. 

 

Fig.3. Network Formation 

3.1.1 Energy Model: 

The proposed framework analyzes energy of nodes. Assuming 

each node has an initial energy, Ei, then the energy gets depleted 

when a node i, replies or broadcasts to another node j. The power 

consumed in transmissions is PT while PR the power utilization of 

i while receiving data unit from j. Again, assuming that a sink 

node has unlimited energy and constantly moves till end of 

network lifetime (from the start till it is dead), then the objective 

of optimization narrows down to finding optimality in routing 

strategies and CH selections which can enhance network lifetime. 

Linear programming models can maximize network lifetimes. 

The Power consumed while transmitting L bits for distance Dt is 

shown in Eq.(1), 
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 PR=Pcons*L  (2) 

where 

Eamp is power dissipated. 

PT is power consumption while transmission of packets 

L is bits 

Pamp is power amplification 

Dt is distance among nodes 

D0 is threshold distance  

PR is power consumption while receiving the packets 

The power consumption is reduced significantly in the node 

further while the data transmission and shortest routing path can 

be ensured effectively. 

3.1.2 Mobility Model: 

This model is for IoTs nodes in a system. The model is-based 

on device location, speed and connectedness. Let n1 and n2 be IoT 

nodes at locations (u1,v1) and (u2,v2), respectively. Assuming the 

nodes travel to a new position (u'1,v'1) and (u'2,v'2) for an 

association, then the Euclidean distance between them can be 

expressed as  

 d(0)=|u1-u2|2+|v1-v2|2 (3) 

WSN-based IoT node distances at time l and their positions 

can be computed as: 

 d(l)=|u'1-u'2|2+|v'1-v'2|2 (3) 

where (u'1,v'1) and (u'2,v'2) are new locations of n1 and n2.  

3.1.3 Objective Model: 

In this research, the objective model is considered such as 

energy, and delay on the given WSN network. In this research, 

ELSOA algorithm is introduced to select best forwarder node that 

develops the optimal solutions for scalable network. Then apply 

CA framework for multipath data transmission over the WSN 

network. The formula is defined for delay, hop count, energy and 

lifetime is given below: 

 delay(d)

( )
1

n

ri si

i

t t

n

=

−

=


 

where, Tri – ith packet receipt time, Tsi - ith packet sending time and 

n - total packets count. 

 Energy(e)=[(2*pi-1)(et+er)]d (6) 

where, pi - data packet, et - transmission energy of packet i, er - 

energy for receiving packet i and d - distance between source and 

destination node. 

The objective model OM can be derived as:  

 OM=n(Me*Ld)  (7) 

Apply ELSOA-CA Algorithm  

Generate packets source to 

destination 

Performance evaluation   

Multipath routing 

Select best forwarder node 

Compute fitness values 

Transmit the multiple packets 

Secured data transmission 

Number of WSN nodes in 

network 



S. SILAMBARASAN AND M. SAVITHA DEVI: ENHANCED LION SWARM OPTIMIZATION ALGORITHM WITH CENTRALIZED AUTHENTICATION 
APPROACH FOR SECURED DATA TRANSMISSION OVER WSN 

 

2474 

where, N - nodes count with optimal energy, and delay values, Me 

- Minimum energy consumption node and Ld - Less delay. 

It is further used to select the multiple optimal forwarder node 

selection and multipath routing through the ELWOA_CA 

approach.  

3.2 OPTIMAL FORWARDER NODE SELECTION 

USING ELSOA 

The proposed ELSOA algorithm selects the best forwarder 

node for faster network transmissions. The selection of a forward 

node is a complex issue. Each source node exists with a group of 

neighbors. Forwarder node selections are-based on many 

parameters: their residual energy; physical distances and available 

link quality. Forwarded data packets stay for a specific period of 

time in forwarder nodes-based on transmission distance/range, 

speed of sound propagation, remaining energy, avoiding packet 

collisions and avoiding redundancy in transmissions. The node 

that holds packets for a minimal time-based on the above said 

factors is the best forwarding node. When a node finds overheard 

packets, the packets are dropped while other packets remain in the 

buffer until forwarded.  

Metrics considered for forwarder node selection directly 

impact routing protocol’s performance where residual energy 

metric helps in balancing node energies. Link quality is also an 

important metric that impacts node’s energy consumptions and 

PDRs (Packet Delivery Ratio) [20]. Depth metric usage reduces 

energy consumptions as they compute local depths while physical 

distances are computed using sink’s beacon messages. Thus, it 

becomes mandatory for a forwarder node selection algorithm to 

consider multiple metrics for energy efficiency and reliability of 

forwarder nodes. 

Forwarder nodes chosen with selected metrics transmit 

packets while other nodes hold the data packets. These nodes also 

forward when their holding time is exhausted and do not overhear. 

Thus, shortest path selection is a basic issue that impacts 

transmissions and network’s lifetime-based on energy [21]. It is 

common to select nodes which have lesser depth than the sender 

for reducing transmissions and forwarder node selections. 

This work uses stochastic optimization in its proposed 

ELSOA for forwarder node selection. Lion Optimization 

Algorithm (LOA) is met heuristic and capable of generating 

multiple solutions in each of its iterations. Lions, the strongest of 

the mammals live in groups with females being resident. Their 

social living area or territory is guarded by Lions and cubs [22]. 

A wandering Lion is engaged in a fight by the territorial lion and 

the victor stays as the territorial lion and drives out the loser. If 

the wanderer is the victor then the territorial lion’s cubs are also 

killed and female is forced to mate. Cubs reaching puberty also 

challenge the territorial lion for holding the territory. 

Lion’s social behavior can be that of residents or nomadic 

where these behaviors. LOA searches for optimality in solving 

problems-based on social behavior of lions which can be 

expressed as defense or takeover. The Fig.4 shows the nature of 

LOA  

• Territorial Defense: Resident lions/cubs fight with nomadic 

males for controlling territory. LOA evaluates current 

solution (territorial) with a new solution (nomad). If the 

nomad is better it replaces the territorial lion or existing 

solution.  

• Territorial Takeover: LOA, while exhibiting this behavior 

stores only the best male/female solutions while removing 

existing solutions.  

 

Fig.4. Nature of LOA  

Initialization: LOA initialization starts with random 

generation of Lion population which is stored in a matrix form as 

the solution space where lions are solutions represented by: 

 Lion =[x1,x2,…,xNvar] (8) 

where xNvar are the generic forwarder nodes selected. Randomly 

generated nomad lion ratio is denoted by %N while the rest are 

resident lions. The solution required for selecting the best 

forwarder node from inputs is executed using LOA which can 

search and identify hidden relationships between individual 

elements of a network.  

Fitness Computations: An objective function evaluates the 

fitness values of lions in the sorted and saved matrix 

 f(Lion) = f(x1,x2,…, xNvar)  (9) 

Fitness values are-based on energy and delay or optimality of 

emergency message forwards effectively by the forwarder node. 

Most required parameters for this fitness function involve delay 

and reduced energy consumption given in: 

 

( )_

1

2

N
i i

energy consumption delay

i

P P

Fitness Min =

+

=


 (10) 

where, Pi
energy_consumption - node consumption energy while 

receiving packets and Pi
delay - delays of nodes for selection.  

The mathematical formulation for delay and energy 

consumption is given in Eq.(5) and Eq.(6).  

On computing fitness values, they are updated as solutions 

where hunting, mating, roaming, defense are the operations used. 

Female lions search for prey inside their territory, thus hold the 

optimal solution within the territory. This work’s selection of 

forwarder nodes is based on the above described fitness function 

values and subsequent updates.  
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Hunting Operation: There are three classes of hunters. Hunter 

with best fitness value is the center while the other two forms its 

left and right. Randomly chosen hunters attack dummy preys 

which escape when hunter’s fitness improves and is updated to a 

new location.  

Movements Towards Safety: Only selected female lions hunt 

for prey while others stay in safe territory. The best positions for 

each territory are computed and saved. High victory count 

indicates that the lions have moved away from the optimum point. 

Lower values indicate lions are roaming for enhancement and 

hence assessment of competitions indicates achievements.  

Roaming of Lions: Roaming is a difficult operation and 

restricts searches of lions. LOA uses this to hunt in a search space 

and find an enhanced solution. Lions move by n units towards 

their preferred territory.  

 n~U(0,2*d) 

where n is a random number with uniform distributions and d is a 

male lion’s distance from selected territory. Nomad lions also 

move randomly in the search space 

Mating: Mating is primary for lion survival and the process of 

creating new generations. On identifying suitable female and male 

lions, cubs are produced. This process produced new and best 

solutions from existing solutions using crossovers and mutations. 

Elimination of weak lions ensures best solutions are derived.  

Defense: This behavior is important to lions. Matured males 

engage other lions in a battle. Losers turn into nomads or get out 

of the territory. Nomadic lions winning a battle take control of the 

loser’s territory. Thus, LOA operates defense in two modes 

namely defending lions against new matured resident males and 

nomadic males. Thus, the strongest lion in the group is found by 

LOA. 

Migration: This process is a relocation process where 

randomly chosen females turn into nomads and fitness values 

determine their rearrangement where the fittest females replace 

positions of females which turned nomads.  

 

Fig.5. Shortest distance between nodes using ELSOA algorithm 

Population Equilibrium of Lions: Every iteration ends in an 

equilibrium point or position of stability in the lion’s population 

where a count for maximum lions per gender in assessed. Lions 

with low fitness values are eliminated from the population. Fig.5 

displays shorter distances between nodes. Found by ELSOA. the 

distances are lower for CHs near the BS while they increase as 

CHs get away from BS.  

Criteria for Termination: The proposed terminates when 

more iterations achieve best fitness values. The partition with 

highest fitness values is the best partition and is selected for 

broadcasting messages. The territorial takes over operation keeps 

replacing lions with lower fitness values by higher fitness lions. 

Thus, only the solutions including males and females are saved 

while other solutions are discarded.  

In ELSOA, ant’s position updates are-based on random walks 

around the ant-lions and selected by Roulette wheel where the 

best particle is preserved. Hence, ELSOA has advantages in terms 

of quick speed calculations, effective convergence and high 

efficiency [23]. Premature convergence and local optimum are 

issues for complex optimizations and improvements proposed for 

overcoming these issues for selection of forwarder nodes is 

presented below. 

 Ant=(RA+RE)/2  (11) 

where,  

Ant - new position,  

RA - ant-lion’s random walk as selected by Roulette wheel,  

RE - random walk around the elite. An ant’s new position is 

modified if does not fit into the bounded area. 

Algorithm 1: ELSOA 

Input: Nodes from a network  

Output: Best forwarding node 

Step 1: Begin 

Step 2: Random position initialization 

Step 3: Initialization of normal and nomadic lion positions 

Step 4: Assess the fitness value of each lion using Eq.(10) 

Step 5: Select hunting females and move others to a safer 

position 

Step 6: Select hunting nomadic females and move the rest to 

safety 

Step 7: Remember the best solution 

Step 8: For each lion do 

Step 9: Try mating  

Step 10: End for 

Step 11: Update the position of pride and nomad lion (11) 

Step 12: Merge new mature male and old male 

Step 13: Sort all males according to their fitness  

Step 14: Weakest male drives out and remained male become 

pride 

Step 15: If terminating criteria fulfilled then  

Step 16: Return the best forwarder node selection 

Step 17: Else 

Step 18: t=t+1 

Step 19: Until t > Max_Iteration 

Step 20: Return the best forwarder node selection 

Step 21: Stop the algorithm  
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The algorithm 1 explains LOA and to summarize lions, 

strongest mammals exhibit a social behavior that can be 

residential or nomadic. Lions switch between these behaviours. 

Resident lions live in a territory where they mate to produce an 

offspring. Nomadic lion movements are sporadic and move alone 

or in pairs where outclassed males move in pairs.  

3.3 SECURED DATA TRANSMISSION USING CA 

In this work, secured data transmission is executed using CA 

with third party node for increasing the trust level. Each node 

within a region is registered with the authenticating node which 

checks genuineness of a node before allowing the node to be a 

part of forwarder node list. Authentications confirm a user’s entry 

into a system-based on identity or is a control system for users to 

be on the system.  

Any user logging onto a system is authenticated and in case of 

two logins, user is authenticated twice. This process grows in 

complexity as entries into multiple systems require multiple 

authentications. Users have to keep track of multiple usernames 

and passwords which complicate the matter for both systems and 

users. A centralized authenticating server-based credential helps 

in avoiding this complexity.  

Further, these types of servers eliminate redundancy and 

hence this work uses CA. When a BS receives packets that are 

encrypted, it decrypts the packets. This ensures the wireless 

carriers transmit data safely while the use of CA releases the 

network from the burdens of authentications. Application without 

CA’s grows in complexity with added contents [24].  

The study [25] introduced a multipath routing protocol for 

energy-efficient communications by balancing network traffic in 

multiple paths. The study’s significant metric was the energy of a 

route in the route discovery phase. The study failed to achieve 

much as it did not consider wireless interferences and assumed 

links were free from errors.  

This work is interference aware where the multipath routing 

protocol has three stages namely initialization, route 

discovery/establishment and route maintenance. Each node 

obtains neighborhood information in the first stage which is then 

used by the second stage to discover routes. In route 

establishment, the best next-hop node towards the sink is found. 

The second stage is triggered on an event detection with the 

outcome of discovering multiple paths between the source and 

sink with minimized interferences for data transmissions. 

WSN-based agricultural experiments enhance growth and 

quality of tomatoes [26]. Hence, this work combines WSNs with 

agriculture in assessing event-based experimentations using 

tomato crops. The crop’s growth in a greenhouse does not cross 

100 days for maturity or harvest.  

4. SIMULATION RESULT 

ELSOA-CA performances are reported and evaluated with 

other methods in this section. Methods considered for 

comparisons include Ant Colony Optimization (ACO), Light 

Weight Structure-based Data Aggregation Routing (LSDAR) and 

the proposed ELSOA which were simulated using NS-2 

simulator. The metrics used for comparisons include end to end 

delays, throughput, energy consumptions, and network lifetimes. 

Simulation parameters used is listed in Table.1.  

Table.1. Simulation Parameters 

Parameter Values 

No. of Nodes 100 

Area Size 1100×1100 m 

Mac 802.11 

Radio Range 250m 

Simulation Time 60 sec 

Packet Size 80 bytes 

4.1 PERFORMANCE EVALUATION  

• End-to-End Delay: The average time taken by a packet to 

get transmitted from a source to a destination in a network.  

 End-to-end delay 
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  (12) 

where tri – ith packet receipt time, tsi – time the ith packet was sent 

and n - total packets. 

 

Fig.6. End-to-end delay comparison 

The Fig.6 depicts evaluation comparisons in terms of end to 

end delay performance, where nodes are in x-axis and y-axis 

represents their end to end delay values. Methods compared are 

ACO, LSDAR and proposed ELSOA-CA algorithm which shows 

lesser end to end delays. Thus, the proposed ELSOA-CA system 

selects superior forwarder nodes-based on ELSOA fitness values.  

• Throughput: The rate in which the data packets are 

successfully transmitted over the network.  

 Throughput=total number of packets sent / time  (13) 

The Fig.7 depicts evaluation comparisons in terms of 

throughput performance, where nodes are in x-axis and y-axis 

represents their throughput values. Methods compared are ACO, 

LSDAR and proposed ELSOA-CA algorithm which shows higher 

throughputs. Thus, the proposed ELSOA-CA system selects 

superior forwarder nodes-based on ELSOA fitness values.  
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• Energy Consumption: Energy consumption is the average 

energy necessary for transmission of a packet to a node in 

the network in a specific period of time. 

 Energy(e)=[(2*pi-1)(et+er)]d  (14) 

where, pi - data packet, et - packet i’s transmission energy, er - 

energy required for receiving packet i and d - distance between 

transmission and destination nodes. 

 

Fig.7. Throughput comparison 

 

Fig.8. Energy consumption comparison 

The Fig.8 depicts evaluation comparisons in terms of energy 

consumption performance, where nodes are in x-axis and y-axis 

represents their energy consumption values. Methods compared 

are ACO, LSDAR and proposed ELSOA-CA algorithm which 

shows lower energy consumptions. Thus, the proposed ELSOA-

CA system selects superior forwarder nodes-based on ELSOA 

fitness values.  

• Network Lifetime: The lifetime of a network. 

𝐿𝑖𝑓𝑒𝑡𝑖𝑚𝑒 𝔼[𝐿] =
𝜀0−𝔼[𝐸𝑤]

𝑃+𝜆𝔼[𝐸𝑟]
 (15) 

where, P - constant power consumption of network and 

continuous, ε0 - total non-rechargeable initial energy, λ - average 

sensor reporting rate, 𝔼[EW] – anticipated wasted energy or 

unused energy till the network dies and 𝔼[Er] – reported energy 

consumption of nodes.  

The Fig.9 depicts evaluation comparisons in terms of network 

lifetime performance, where nodes are in x-axis and y-axis 

represents their network lifetime values. Methods compared are 

ACO, LSDAR and proposed ELSOA-CA algorithm which shows 

higher network lifetime. Thus, the proposed ELSOA-CA system 

selects superior forwarder nodes-based on ELSOA fitness values.  

 

Fig.9. Network lifetime 

• PDR: represents the ratio of the number of lost packets to 

the total number of sent packets 

 Packet loss ratio = 100%
tx rx

tx

N N

N

−
  (16) 

where, Ntx - transmitted packets, Nrx - received packets. This 

evaluation was done by extracting all real-time packet sizes that 

were transmitted and received. 

 

Fig.10. Packet drop ratio 

The Fig.10 depicts evaluation comparisons in terms of PDR 

performance, where nodes are in x-axis and y-axis represents their 

PDR values. Methods compared are ACO, LSDAR and proposed 

ELSOA-CA algorithm which shows lower PDR. Thus, the 
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proposed ELSOA-CA system selects superior forwarder nodes-

based on ELSOA fitness values. 

5. CONCLUSION  

This work has proposed and demonstrated a new ELSOA-CA 

approach for optimizing selection of forwarder nodes in a WSN. 

The proposed ELSOA, selects the best forwarding node by 

reducing hops and choosing nodes with best fitness values. This 

work produces optimal solution for the forwarder node selection 

by considering residual energy and end to end delay which are 

computed using a fitness function. The CA is focused to improve 

the secured multipath data transmission using route discovery and 

route maintenance function for increasing the WSN performance. 

The result concludes that the proposed ELSOA-CA algorithm 

provides higher throughput, network lifetime, and lower end to 

end delay, packet drop ratio, energy consumption than the existing 

approaches. In future work, the hybrid LOA and novel encryption 

algorithm can be developed for dealing with computational 

complexity issues prominently. 
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Abstract – The security of data processing has become an 

important factor in the present scenario due to the rapid growth 

of the internet. Especially, Wireless Sensor Networks (WSNs) 

face complicated challenges in their vulnerable corrupted sensor 

nodes. In the earlier work, Enhanced Lion Swarm Optimization 

Algorithm and Centralized Authentications (ELSOA-CAs) 

scheme has been proposed for achieving ideal, quicker, and 

energy efficient data transmissions. But, in the earlier work, a 

congestion-aware multipath routing mechanism is not 

considered. Moreover, for the bigger file, the security is not still 

strong. This security issue is addressed in the proposed work by 

using Hybrid Simulated Annealing with Lion Swarm 

Optimization and Centralized Authentication (HSALSO-CA) 

mechanisms. In the proposed technical work, optimum, quicker, 

and energy-efficient data transmission is highlighted to 

guarantee that the decision-making regarding tomato crops is 

achieved with accuracy. In this research work, multipath routing 

is presented to ensure that the data transmission is accelerated. 

In this work, rapid multipath routing is formulated by choosing 

the best forwarder nodes that meet limitations such as delay and 

energy. Optimal Forwarder Node Selection employing Hybrid 

Simulated Annealing with Lion Swarm Optimization Algorithm 

(HSALSOA) is used. The Simulated Annealing algorithm is 

hybridized as it emphasizes optimal local and global search 

capability for the bigger network. Secured data transmission 

employing Modified Elliptic Curve Cryptographies (MECCs) 

algorithm guarantees increased security for congestion-sensitive 

multipath routing mechanisms. It is proven from the simulation 

outcomes that the proposed ELSOA-CA model yields superior 

performance in terms of enhanced throughputs, elongated 

network lives with reduced utilization of energies, and delays in 

contrast to available techniques. 

Index Terms – Aggregation, Security, Lion Swarm Optimization, 

Forwarder Nodes, Centralized Authentication, Secured Data 

Transmission. 

1. INTRODUCTION 

When motes of WSNs deployed in distant accesses deliver 

sensor inputs to users, WSNs confront serious authentication 

and security challenges. Various concerns and risks can be 

addressed depending on protocol levels.  WSNs are made up 

of a large number of SNs that sense, gather, and distribute 

data in places where traditional networks are ineffective due 

to environmental and/or strategic factors [1]. They serve 

crucial roles in a wide range of applications including military 

surveillance and monitoring forest fire. They can also be used 

for monitoring building security shortly. These installed SNs 

can monitor very large areas where operational circumstances 

are hostile or difficult. Since, these kinds of networks exist in 

distant locations and are left unattended, protecting them 

against threats like node acquisitions, physical tampers, and 

threats including eavesdropping and DOSs (denial of 

services) becomes imperative. 

In WSNs, the primary concerns include authentication and 

Security, involving motes in the network responsible for 

sending the sensor inputs to the user positioned remotely. 

Depending on the level of the protocol, the different 

challenges and risks are dealt with. There are several security 

concerns identical in both WSNs and wireless ad-hoc 

networks, and these form the basic dissimilarities between the 

architecture and objectives of the two kinds of networks [1]. 

about:blank
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Even though the cost incurred in WSNs s is less, their 

computational complexity hinders them to be directly applied 

in the current highly robust conventional wireless security 

mechanisms [2].  

Conventional security standards of the wireless network are 

undesirable for sensor networks due to huge requirements of 

memory, energy, and high computational complexity [3]. One 

major problem of WSNs is that their SNs (sensor nodes) are 

not supervised when situated in hazardous environments 

assed to limited energies, and undefined network 

architectures, making them vulnerable to numerous types of 

assaults including eavesdropping, compromised mote attacks, 

and traffic analyses, etc [4]. Quite diverse from the Internet, 

dispersed and energy-constrained WSNs have the frequent 

task of performing collaborative monitoring or managing one 

or more events in WSNs [5]. Before transmissions to data 

sinks that control SNs and collect their data, pre-processing or 

aggregations of event information at intermediary SNs is 

possible and even mandatory in certain cases [6]. Since 

conventional transport layers are not developed with no 

attention paid to these novel features of WSNs, better 

transport protocols are required [7]. Transport layers of WSNs 

perform two important functions namely information 

deliveries and control of congestions [8]. In cases of packet 

losses in multi-hop WSNs where few or entire packets are lost 

can be easily identified and lost data can be restored using 

suitable techniques when WSNs are robust [9]. Reliability is 

necessary when data is crucial for WSNs applications.  

Congestions occur when SNs send their data to sinks creating 

traffic loads that networks struggle to handle [10]. If 

congestion occurs in WSN, nodes begin dropping the packets 

or the packet delay considerably goes above the needs of 

applications. Packet dropping happening often is a waste of 

energy and acts against any endeavor for gaining reliability. 

Excessive packet delay might result in data invalidity which is 

gathered by sensors [11].  

Hence, in these devices, their constrained energy, limited 

processing power, less bandwidth, and communication 

capacity constitute the big setbacks on the processing strength 

and memory accessible for security depending on the 

executions. A vast variety of security approaches have been 

introduced to improve energy efficiency during the design of 

enhanced security protocols. It is understood that symmetric 

cryptography can be preferred for applications, which cannot 

address the computational complexity, which is a huge issue 

and is considered a problem identification of the research 

work. Therefore, the research goal is to develop effective 

cryptographic algorithms that are implemented optimally in 

terms of energy dissipation and computational complexity, 

and are pivotal in increasing the battery lifespan of SNs. 

In this work, cache resources are allocated to diverse data 

flows based on their needs, and reliability and congestion-

aware data transfers are achieved. Data flows occurring in 

WSNs generate erratic resource allocations while monitoring 

those helps in better management. This is accomplished in 

this work by computing priority levels of multiple data flows 

and allocating large chunks of cache resources to data flows 

with the highest priority levels.  

The technical work is organized as given. In this section, the 

need for addressing the congestion and reliability focus when 

carrying out the data transmission in the WSNs is studied in 

detail. Section 2 analyzes the different research approaches, 

which are presented to attain congestion-free, robust data 

transmission. Section 3 discusses the proposed research 

approach in detail with the appropriate diagrams and 

examples. Section 4 discusses the proposed research 

approach's performance examination based on the numerical 

evaluation. Lastly in section 5, the research study's conclusion 

is studied depending on the achieved findings. 

2. RELATED WORKS 

Rosset et al [12] introduced a new bio-inspired routing 

protocol called  CB-RACO (Community-Based Routing with 

Ant Colony Optimization protocol) that combined meta-

heuristic ACOs (Ant Colony Optimizations) with 

computationally inexpensive and distributed community 

detection methodologies LPs (Label Propagations). WSN 

communities are created by CB-RACO that reduces energy 

usage imbalance by routing the information within groups 

using swarm intelligence. Consequently, CB-RACO requires 

less memory and experiences less overhead concerning 

deployment and maintenance of routing paths.  

Bhatia et al [13] introduced TRM-MAC, a TDMA-based 

reliable multicast MAC technology aimed toward WSNs. 

TRM-MAC protocol featured parametric components that 

could be used to trade off reliability and delay performances 

based on the application's demands. The TRM-MAC protocol 

was investigated for latencies and reliabilities of performances 

with various PLRs (packet loss rates) and contrasted with 

other findings.  

Mohanty et al [14] developed the protocol ESDADs (Energy 

Efficient Structure-Free Data Aggregation and Deliveries), 

which aided in aggregating repeated data of intermediate 

nodes. Their recommended protocol computed packet waiting 

times at intermediary nodes in a reasonable manner, allowing 

data aggregations to be accomplished efficiently throughout 

routing paths. Sensitive data packets were broadcast to 

aggregation points. The proposed ESDADs protocol 

developed cost functions for structure-independent next-hop 

node selections and information aggregations near sources.  

Faheem et al [15] recommended a new Energy Efficient and 

Reliable Data Gathering Routing Protocol for WSN-based 

smart grid applications. To achieve energy efficiencies and 

robust information aggregations from SGs (Smart Grids) in 
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WSNs, the proposed solution employed software-oriented 

centralised controllers and many mobile sinks were the results 

of elaborate simulation carried out via EstiNet 9.0 revealed 

that the proposed approach performed better than available 

mechanisms and attained its specifies objectives for event-

based applications in SGs. 

Elappila et al [16] proposed survivable path routes in 

congested and interference sensitive energy efficient routing 

for WSNs. Their protocol was intended for networks with 

heavy traffic because as several sources tried to deliver their 

packets to the same destinations at the same time, typical 

scenarios of IoTs (Internet of Things) related to remote 

medical monitoring. In choosing next hop nodes, the approach 

used conditions i.e. functions made up of link's signals to 

interferences and noise ratios, element of path's survival, and 

congestion levels at next hop nodes.  

Sharma et al [17] proposed a robust congestion-based 

approach that resulted in bi-directional dependability and rate 

modifications based on congestion controls. Their scheme 

used TOPSIS's (Technique for Order of Preference by 

Similarity to Ideal Solutions) for data transmissions as they 

select alternates i.e. least distances from optimal ones and 

greatest distances from negative ideal solutions. The degrees 

of congestion were determined based on ratios between 

average packet service times and average packet inter-arrival 

times were used. 

Vinitha et al. [18] investigated energy issues of WSNs with 

their proposed Taylor C-SSAs (Taylor based Cat Salp Swarm 

Algorithms) where modified C-SSA were used with Taylor 

series.  Their approach involved electing CHs (Cluster Heads) 

and data broadcasts at two levels for achieving multi-hop 

routing. For efficient information broadcasts, their scheme 

selected energy-efficient CHs based on LEACH protocol and 

SNs transmitted information over CHs that forwarded it to 

BSs (Base Stations) over selected best hops.  

Devi et al [19] suggested cluster-based Data Aggregations for 

Latencies and Packet Loss Reductions. The study constructed 

Aggregation Trees and Slot Schedules in their proposed 

mechanisms. CHs used compressive aggregations to collect 

information from SNs while BSs constructed aggregate trees 

using MSTs (Minimum Spanning Trees). PLRs and latencies 

were taken into consideration while focusing on and 

allocating timeslots to S|Ns having collected information from 

them. The approach prevented unwanted rebroadcasts and 

waits that were found to be advantageous in improving 

WSN’s network performances.  

Rekha & Gupta (2021) [20] presented a secure confirmation 

and key organization approach based on  ECCs (Elliptic 

Curve Cryptographies) which were used for ensuring WSN's 

transmission of information and images. Their scheme was 

found to be safe, reliable, and appropriate for developing 

sensor-based IoTs and applications. The protocol was capable 

of defending the networks against hello flood, DOSs (Denial-

of-Services), man-in-the-middle, and other attacks or security 

threats including mutual authentications, confidentialities, 

data integrities, perfect forward secrecies, and fair key 

agreements. Their proposed protocol was confirmed as safe 

against known threats in AVISPA simulations. Also, their 

performance evaluation proved the excellence of the proposed 

work when compared to other available approaches. 

Qazi et al (2021) [21] primarily targeted security issues of 

WSNs by their unique authentications and data encryptions 

approach for communications between SNs. Their proposed 

scheme not only provided security for these communications 

but also accumulated memory spaces on nodes with the help 

of ECDSAs (Elliptic Curve Digital Signatures) cryptographic 

schemes in their key generations using times, counts of hello 

messages, and packet sizes. Additionally, their use of ASCWs 

(Algorithm for Wireless Secure Communications) allowed 

key managements with acceptable key lengths, thus assisting 

secure communications of nodes and efficient security of 

WSNs. Their ASCWs based authentications also reduced risk 

costs and security risks in comparison. Their creation of 

physical test beds using equipment and sensor motes were 

used for benchmarks for comparisons in terms of key 

generation times, counts of hello messages sent, and data 

packet sizes where findings demonstrated the appropriateness 

of ASCWs and implied that the new solution is used for 

safeguarding data on nodes during the WSN's connections. 

Secure Data Communication and Enhance Sensor Reliability 

(SDER) based on ECCs were proposed by authors of [22]. 

ECC’s Weierstrass functions tested the dependability of SNs 

while cryptography based on ECCs was used for network data 

security. The results of the study’s simulation showed that the 

suggested SDER decreased both PLRs and network latencies. 

Arya et al. [23] defined ideal conditions for routing. The work 

considered the best circumstances for bandwidth consumption 

where their predictions of bandwidths were enhanced by the 

use of ACOs for saving electricity. Their scheme 

demonstrated the use of energy-conscious routing protocols 

that can calculate energy utilization of WSNs from 

bandwidths without the use of optimizations. ACOs 

calculated optimum bandwidths for routing paths and energy 

consumption. Bit error rates were used to assess network 

performances where the study's findings indicated that 

optimizations based on ACOs provided practical and efficient 

routing strategies that increased the lifespan of WSNs. 

The study in [24] described revolutionary LSDARs (light-

weight structure-based Data Aggregation Routes) protocol for 

IoTs enables Networks that enhanced energy routing 

performances while protecting data at SNs against malicious 

attacks. The scheme divided networks into distinct clusters 

with varied radii to prevent energy gaps near BSs. This was 



International Journal of Computer Networks and Applications (IJCNA)   

DOI: 10.22247/ijcna/2022/212557                 Volume 9, Issue 3, May – June (2022) 

  

 

   

ISSN: 2395-0455                                                  ©EverScience Publications       319 

     

RESEARCH ARTICLE 

followed by the creation of efficient and loop-free routes 

using A-star heuristics. Moreover, data security was provided 

by employing a mathematically unbreakable OTPs (one-time 

pads) encryption mechanism which safeguarded end-to-end 

communications and specifically from hostile SNs. Their 

simulation outcomes showed significant improvements when 

compared to other methods in terms of energy consumption, 

network lifespan, end-end delays, and PDRs (packet drop 

ratios). 

ELSOA-CAs scheme was proposed for achieving ideal, 

quicker, and energy efficient data transmissions [25]. But, in 

the earlier work, the congestion-aware multipath routing 

mechanism is not considered. Moreover, for the bigger file, 

the security is not still strong. This is addressed in the 

proposed work by using HSALSO-CA (Hybrid Simulated 

Annealing with Lion Swarm Optimization and Centralized 

Authentication) mechanisms. In the proposed technical work, 

optimum, quicker, and energy-efficient data transmission is 

highlighted to guarantee that the decision-making regarding 

tomato crops is achieved with accuracy. 

3. SECURED AND RELIABLE DATA TRANSMISSION 

IN WSN 

In the proposed research work, the focus is on optimum, 

quicker, and energy efficient data transmission that guarantees 

the decision-making on tomato crops with accuracy. In this 

research work, multipath routing is presented for making sure 

that the data transmission speed is high. In this, rapid 

multipath routing is ensured by choosing the optimum 

forwarder nodes that face limitations in energies and packet 

deliveries. Hence, this work employing the suggested 

HSALSOA selects Optimal Forwarding Nodes. The 

Simulated Annealing algorithm is a hybridized one as it 

achieves optimum local and global search potential for the 

bigger network. Data transmission with better security is 

ensured by utilizing the modified ECC algorithm that 

improves the security of congestion-aware multipath routing 

mechanism. The framework of the discussed work is 

illustrated in the following figure 1. 

 

Figure 1 Architecture of Secured Data Transmission System 
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3.1. System Model 

WSNs used in this work consist of N number of SNs, used for 

sensing, observation, and acquisition of data. Every node in a 

particular network is stationery and power regulated.  Entire 

WSN nodes help in the regular execution of sensing tasks 

with consistent data broadcast to BS that deals with nodes 

inside/external its range. Nodes could act as Cluster Head or 

simple sensor nodes [26] [27]. The proposed architecture of 

the network is depicted in Figure 2. 

 

Figure 2 Network Formation 

3.1.1. Energy Model 

The proposed model helps in the energy analysis of nodes. 

Supposing that every node includes starting energy, 𝐸𝑖, then 

energy is exhausted once node i, responses or sends a 

broadcast to other node j [28]. Power depleted during 

broadcast is 𝑃𝑇when𝑃𝑅indicates the power consumption of 

iwhen getting the data unit from j. Also presuming that the 

energy of a sink node is unconstrained and the node is on 

constant movement till completion of network lifespan (from 

beginning till dead), then goal of optimization is about 

achieving optimality in routing mechanisms and CH elections 

that improve network lifespan. Linear programming models 

increase the network lifespan [29] [30]. Power consumption 

during the transmission of L bits for distance 𝐷𝑡is given in 

Equation (1) and (2), where 𝑃𝑎𝑚𝑝indicates the power 

consumed. 

𝑃𝑇 = {
𝑃𝑐𝑜𝑛𝑠 ∗ 𝐿 ∗ 𝑃𝑎𝑚𝑝 ∗ 𝐷𝑡

2𝑖𝑓𝐷𝑡 < 𝐷0

𝑃𝑐𝑜𝑛𝑠 ∗ 𝐿 ∗ 𝑃𝑎𝑚𝑝 ∗ 𝐷𝑡
2𝑖𝑓𝐷𝑡 ≥ 𝐷0

                       (1) 

𝑃𝑅 = 𝑃𝑐𝑜𝑛𝑠 ∗ 𝐿                                                               (2) 

Where 𝑃𝑇refers to the power dissipation when transmitting 

the packets 

L stands for bits 

𝑃𝑎𝑚𝑝indicates power amplification 

𝐷𝑡signifies the distance among nodes 

𝐷0refers to the threshold distance  

𝑃𝑅indicates the power consumption during the receipt of the 

packets 

The power dissipation is considerably decreased in the node 

further if it is made sure the data transmission and shortest 

routing path is achieved with efficiency. 

3.1.2. Mobility Model 

The model is intended for Internet of Things nodes existing in 

a system. This depends on device place, speed and how well it 

is connected. Let  𝑛1 and 𝑛2refer to the IoT nodes at locations 

(𝑢1, 𝑣1) and (𝑢2, 𝑣2), correspondingly. Presuming that the 

nodes move to a new position (𝑢1
, , 𝑣1

, ) and (𝑢2
, , 𝑣2

, ) for a 

correlation, then the Euclidean distance between them can be 

defined in eqn (3) 

𝑑(0) = |𝑢1 − 𝑢2|2 + |𝑣1 − 𝑣2|2 (3) 

WSNs  based IoT node distances at time 𝑙 and their location is 

measured through eqn (4) 

𝑑(𝑙) = |𝑢1
′ − 𝑢2

′|2 + |𝑣1
′ − 𝑣2

′|2 (4) 

Where (𝑢1
′, 𝑣1

′) 𝑎𝑛𝑑(𝑢2
′, 𝑣2

′) indicate the new locations of 

𝑛1 and 𝑛2. 

3.1.3. Objective Model 

Here, objective model considers energy, and WSNs network 

delay. HSALSOA method is proposed to choose optimal of 

the forwarder nodes, yielding ideal results for flexible 

network. Next, CA system is used for multipath data 

broadcast over WSNs network. Expressions used for 

computing the delay, hop count, energy and lifespan can be 

defined in eqn (5). 

𝑑𝑒𝑙𝑎𝑦(𝑑) =  
∑ (𝑇𝑟𝑖−𝑇𝑠𝑖)𝑛

𝑖=1

𝑛
                                                    (5) 

Where,  𝑇𝑟𝑖 – ith packet receipt time ,𝑇𝑠𝑖  - ith packet sending 

time, n – number of total packets 

The energy is calculated using eqn (6) 

𝐸𝑛𝑒𝑟𝑔𝑦 (𝑒) = [(2 ∗ 𝑝𝑖 − 1)(𝑒𝑡 + 𝑒𝑟)𝑑 (6) 

Where, 𝑝𝑖 - data packet, 𝑒𝑡 - packet i’s transmission energy, 

𝑒𝑟 - receiving packet i’s energy, d - distance among source 

and destination node. 

Objective model 𝑂𝑀 is obtained through eqn (7): 

𝑂𝑀 = 𝑛(𝑀𝑒 ∗ 𝐿𝑑) (7) 

here N – total nodes with optimal energy and delay   

𝑀𝑒- Minimum energy utilization node 
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𝐿𝑑- Less delay  

It is also utilized for choosing the numerous optimal 

forwarder node selection and multipath routing using 

HSALSOA mechanism. 

3.2. Optimal Forwarder Node Selection using HSALSOA 

The Suggested HSALSOA method chooses optimal forwarder 

nodes for rapid network broadcasts. Elections of forwarding 

nodes are quite complicated.  A set of neighbors exists for 

source nodes and forwarding nodes where the latter are 

selected by considering their physical distances from BSs, 

remaining energy levels, and quality of networks. Depending 

on broadcast distances/ranges, sound propagation speeds, 

residual energies, packet collision preventions, and prevention 

of redundancies in broadcasts, the forwarded data packets 

remain in forwarder nodes for specified amounts of time. 

Based on the aforementioned factors, the best forwarding 

nodes are ones that hold packets for shorter periods. In case 

nodes discover overheard packets, then these packets are 

discarded while other packets are retained in buffers till they 

are forwarded. Measures taken into account for forwarder 

node selections have direct influences on the performance of 

routing protocols whereas residual energy metrics help create 

balances in node energies.  Link qualities are primary 

measures as they affect the energy usage of SNs and PDRs. 

Measuring depths are useful in decreasing energy dissipations 

since the sink's beacon transmissions are used to compute 

local depths and physical distances. As a result, multiple 

parameters for energy efficacy and resilience of forwarder 

nodes need to be considered in the selection procedures of 

forwarder nodes. SNs other than selected forwarder nodes 

store data packets and when their holding times expire, they 

relay and do not spy. Hence, shortest path selections are an 

elementary challenge as they impact transmissions and 

lifespans of networks based on energy levels [31]. It is natural 

to choose SNs with minimized depths compared to senders so 

that broadcasts and elections of forwarder nodes are limited. 

This work has introduced HSALSOA for optimum forwarder 

node selection. The Simulated Annealing algorithm is 

hybridized as it encompasses ideal local and global search 

capability for the bigger network. 

3.2.1. LSOs (Lion Swarm Optimizations) 

LSOs are bio-influenced metaheuristic algorithms for 

optimization problems. It was proposed in 2009 at Cambridge 

University [32]. LSOs rely on the natural split of labor 

amongst lion kings, lionesses, and lion cubs among lions pack 

have been put forward recently. The primary concept of LSOs 

is explained in Algorithm 1 [33]. At first, the method 

performs random initialization of the location of lions in 

search space, and the location having optimal fitness value is 

fixed as the lion king's location. Next, multiple lions are 

selected to be the hunting lions (also known as a lioness) and 

coordinate with one another for hunting. If the prey is better 

compared to the lion king's prey, then the location of the prey 

would be taken by the lion king. So, cubs go behind the 

lioness so that they can study to hunt or eat close to the lion 

king, and would be sent out of the herd when they become 

adults. For survival, the lions which are sent out will attempt 

to get nearer to the optimal place that they have in memory. 

At first, as per labor division and cooperation, lions retain 

looking repetitively to obtain optimum data of objective 

function. 

Steps of LSO algorithm:  

Step 1: Initialize the position of every lion 

𝑥𝑖 , 𝑛, 𝑇, 𝐷, 𝑎1, 𝑎2 𝑎𝑛𝑑 𝛽. 

Step 2: (1) compute the fitness value of every single lion and 

the value of nLeader 

            (2)  Order the positions of lions based on their fitness 

value 

             (3)  Find the lion king, lionesses and lion cubs. 

Record 𝑃𝑏𝑒𝑠𝑡and 𝐺𝑏𝑒𝑠𝑡and select 𝑃𝑏𝑒𝑠𝑡𝑐and 

𝑃𝑏𝑒𝑠𝑡𝑚. 

             (4) Generate random number γ using normal 

distribution N (0,1). Compute 𝛼𝑓 and 𝛼𝑐. 

Step 3: Update the position of lion king  

Step 4: Update the position of lionesses  

Step 5: Generate random number q and γ through 

𝑈 (0,1) 𝑎𝑛𝑑 𝑁 (0,1). Update the position of lion cubs.  

(1) If q ≤ 1/3, update the position of lion cubs  

(2) If 1/3 < q < 2/3, update the position of lion cubs  

(3) If 2/3 ≤ q ≤ 1, update the position of lion cubs 

Step 6: (1) Compute the fitness values in accordance with the 

position of lion, and update pbest ,gbest, Pbestc and Pbestm.  

              (2) verify if the algorithm meets the stop criterion.  

              (3) If the termination condition is attained, move to 

Step 8; else, move to Step 7.  

Step 7: order is resorted for every constant number of iteration 

(nearly 10 times) to decide the position of the lion king, the 

lionesses and the lion cubs, and go to Step 3.  

Step 8: Output the location of Gbest to be best solution of 

optimization problem, terminate the iteration process. 

Algorithm 1 LSOs 

3.2.2. Simulated Annealing 

Simulated Annealing (SA) is one of the most predominant 

metaheuristic algorithms that have the capability of global 
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optimizations [34]. SAs are trajectory based, arbitrary search 

strategies that mimic annealing processes that occur when 

metals are frozen too for crystals with the minimum usage of 

energies and achieving larger crystal sizes and thus 

minimizing limitations of metallic structures. The annealing 

procedure consists of careful temperature control and cooling 

rate, frequently known as the annealing schedule. SAs are 

used with success in different fields.  

The method begins with the primary result and gets a close 

response for that result, and if there is no improvement in the 

objective function, it is taken with a probability p. here ΔE 

refers to the difference between the objective function of the 

present response and the neighbor's response, T indicates 

temperature. At every temperature, multiple iterations are run, 

then the temperature is reduced gradually. In the initial stages, 

the temperature is maintained very high to improve the 

probability of getting worse responses.  

The slow temperature reduction in last steps leads to 

possibilities of getting worse replies to reduce and therefore, 

method gets converged to best response. This method averts 

being restricted into local optimized locations resulting in 

movements towards reduced energies. The solution levels of x 

with fitness obtained using function f(x) based on its 

neighbours x', N(x). The differences amongst objective 

functions of levels are given in eqn (8): 

∆ = f(x) −  f(x′)                                                     (8) 

X' can be computed with the equation (9) below: 

Ps = exp (−
∆

T
)                                                        (9) 

Next, the probability of admitting a arbitrary value r ∈ (0,1) 

is then contrasted and x' becomes acceptable if P>r. T refers 

to temperature that the cooling plan controls. But, simulated 

annealing method consists of other factors like primary 

temperatures, varying temperatures, and cooling plans. The 

fundamental construction of SA method is provided 

Algorithm 2. 

 Choose a starting solution 𝑥 

 REPEAT  

 Form the solution 𝑥’ in neighborhood of 𝑥0 

 Compute ∆, probability using Equation. (8) 

 Determine the new solution by Ps 

 Remember optimal solution got till now 

 Decrease the temperature  

 UNTIL criteria are satisfied 

Algorithm 2 Construction of SA Method 

3.2.3. Hybrid Lion Swarm Optimization Using Simulated 

Annealing 

This work introduces a novel approach to solving 

optimization problems. The proposed approach is a hybrid 

form of lion swarm optimization and a simulated annealing 

algorithm. Lion swarm optimization is population-driven. 

These algorithms exhibit a significant capability in global 

search, even though they are found to be not very strong in 

local searches. As mentioned in the earlier segment, the 

simulated annealing method consists of a procedure for 

neighbor search.  

The procedure achieves an improved local search ability for 

the proposed technique; however, it executes strong global 

searches. Fusions of these methods help in global explorations 

search spaces with lion swarm methods and locally employing 

simulated annealing technique, thus exploiting benefits of 

both algorithms.  

The proposed technique includes the generation of n primary 

population of the lion is initially done and the position of each 

lion is calculated. Then, every lion goes in the direction of the 

lion with maximum attraction. This work’s produced 

solutions use simulated annealing approaches for local 

searches where its form can be generalized in Algorithm 3. 

1. Starting initialization of lion swarm algorithm factors like 

total primary population NPop, total maximum replications, 

and coefficients of attraction.  

2. Starting Initialization of simulated annealing process 

variables, such as total repetitions and main temperature (T). 

3. Creation of NPop lion (primary solution).  

4. For every pair of lion (solutions) utilize subsequent steps:  

4.1. When fitness of lion 𝑖 is greater than lion j (or when 

fitness function 𝑖 is comparably good than fitness function j), 

lion 𝑖 travels towards lion 𝑗 as per following eqn (10): 

∆xi = β0e−γrij
2

(xj
t − xi

t) +  αεi                         (10) 

4.2. Modify the position based on the distance.  

4.3. For every obtained solution 𝑥:  

4.3.1. Get 𝑥 neighbours.  

4.3.2. when its energy is reduced 𝛥𝐸 <  0, take solution, else 

admit it if 𝑒𝑥𝑝 (−𝛥𝐸/𝑇) 

4.3.3. If the balance is not attained, temperature has to be 

reduced and move to step 4.3.1.  

4.4. When the termination criterion of the method is not 

satisfied, go to step 4. 

Algorithm 3 Simulated Annealing Approaches 
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3.3. Secured Routing Using Modified Elliptic Curve 

Cryptography 

When data transmissions are monitored during assaults, two 

metrics get measured namely delays and Packet Loss Ratios 

(PLRs). These variables determine if users meet their 

requirements of Quality of Services (QoSs). PLRs are defined 

as proportions of total dropped packets during flows to overall 

total packets of similar flows. Delays and PLRs are superior 

measures for assessments, specifically in the case of 

malicious user flows as the networks would face excessive 

delays. The aforementioned attacks can significantly impact 

QoSs including delays, throughputs, Packet Delivery Ration 

(PDRs), jitters, and energies.  

ECC hybrid signcryption cryptographic approaches which 

create public/private encryption keys are used for recoveries 

after attacks. ECCs performs better than other encryption 

technique in terms of limited key lengths, stronger security, 

constrained memory spaces, enhanced speeds, computational 

costs, and forwarding privacies. Approaches of ECCs 

generate optimal private/public keys. 

Hash padding, results of digital signatures are used in 

signcryption techniques. Hash padded data are then applied to 

encrypted hash functions with certificates received from 

digital signatures i.e. digitally signed. This implies 

authentication of data amongst neighbors. Subsequently, 

signed data packet are encrypted using CBCs (Cipher block 

chains) where plaintext blocksand earlier blocks of ciphertexts 

go through XOR operations prior to their encryptions. In this 

manner, every block of ciphertext relies on entire plaintext 

blocks that are handled till that point. For making every 

message distinct, an initialization vector has to be utilized in 

starting block. CBCs have remained a prominent method of 

analysis. The messages need to be padded in multiples of 

cypher block sizes, and only sequential encryptions are 

possible (they cannot be parallelized). One way of handling 

this obstacle is by using ciphertext stealing. Single bit 

variations in plaintexts or initialization vectors impact the 

following ciphertext blocks. IV, or starting variables are 

blocks of bits used by different modes to make encryptions 

random and hence offer separate ciphertexts even when 

comparable plaintexts are encrypted several times without 

requiring time-consuming re-keying procedures. The ultimate 

goal is to create the best signcryption possible, based on 

KEMs (Key Encapsulation Mechanisms) and DEMs (Data 

Encapsulation Mechanisms). KEMs are implemented using 

KDFs (Key Derivation Functions) and secure pseudo random 

number generation techniques [34]. KEMs transfer secret 

symmetric keys where extra keys are required to share secret 

keys for different cryptographic purposes like encryptions and 

integrity protections. KDFs are used to extract secret keys 

from other keys or known information using safe pseudo-

random value methods where pseudo-random number 

generations and KDFs are separate in KDFs. In traditional 

signcryption systems, DEMs are applied on basis of AES 

encryptions whereas in this suggested approach, AES 

methods are substituted with optimal ECCs. 

Algorithm 4 shows how ECCs produce private and public 

encryption keys in signcryptions. ECCs increasing data 

security and ensure that keys generated are reliable. The 

functions in ECCs are specified in Prime and Binary fields 

where suitable fields with a finite big number of points are 

chosen for cryptography. The prime field procedure involves 

choosing prime integers and generating elliptic curves with 

points spanning from 0 to Z. 

 Order the transmission of full data packets throughout a 

timed session. 

 Use a digital signature (static) as the Initialization Vector 

for the XOR operation on plain text. 

 To get Cipher Texts symmetric key encryptions are used 

along with CBCs. 

   Cipher_texts1=CBCs 

   (Plain_texts1⊕Digial_signature_no) 

 To perform XOR on subsequent packets, Cipher texts from 

the first packet are used. 

    Cipher_texts2=CBCs (Plain_texts2⊕Cipher_texts1) 

 The procedures are iterated for all of session's packets. 

    Cipher_textsi= CBCs (Plain_textsi⊕Cipher_textsi-1) 

 Symmetric keys are padded with data packets during 

iterations.  

 Data padded with keys are encrypted using Asymmetric 

Key Cryptography procedures of ECC's 

 KEMs and D|E|Ms are used on data packets 

Algorithm 4 ECC Based Signcryption Method 

4. RESULTS AND DISCUSSION 

Table 1 Simulation Factors 

Factor Values 

Number of Nodes 100 

Size of Area 1100 X 1100 m 

Mac 802.11 

Radio Range 250m 

Simulation Time 60 sec 

Packet Size 80 bytes 
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The experiments on HSALSO-CA are carried out and its 

comparison analysis is performed with other techniques in 

this section. The techniques taken for assessments are ACOs 

(Ant Colony Optimizations), LSDAR (Light Weight 

Structure-based Data Aggregation Routing), ELSOA-CAs and 

suggested HSALSO-CA and the simulation is performed 

employing the NS-2 simulator. The measures taken for 

contrasts are E2E delay, throughput, energy dissipation, 

network lifetime. Simulation factors considered are 

mentioned in Table 1. 

4.1. Performance Assessment 

4.1.1. End to End Delays 

These are the average times that packets consume while being 

transferred from sources to destinations in networks and based 

on Equation (11). 

𝐸𝑛𝑑 − 𝑡𝑜 − 𝑒𝑛𝑑 𝑑𝑒𝑙𝑎𝑦 =  
∑ (𝑡𝑟𝑖−𝑡𝑠𝑖)𝑛

𝑖=1

𝑛
  (11) 

Where 𝑡𝑟𝑖 – ith packet delivery time, 𝑡𝑠𝑖 – time when ith 

packet was sent, n – number of packets. 

 

Figure 3 E2E Delay Comparison 

Figure 3 shows comparative evaluations in terms of end-to-

end delays where nodes form the x-axis while their 

corresponding delay values are plotted on the y-axis. 

Compared techniques include ACO, LSDAR, ELSOA-CAs, 

and the proposed HSALSO-CA algorithm which yields 

reduced E2E delays. Therefore, the proposed HSALSO-CA 

method chooses the best forwarder nodes by their HSALSO 

fitness values. 

4.1.2. Throughputs 

These are data packets sent against packets received 

effectively in networks and computed using Equation (12). 

𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡𝑠 = 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 𝑠𝑒𝑛𝑡 /𝑡𝑖𝑚𝑒 
                                                                  (12) 

Figure 4 depicts comparison evaluations in terms of 

throughput performance of ACOs, LSDAR, ELSOA-CAs, 

and the suggested HSALSO-CA algorithm where nodes form 

the x-axis while their corresponding throughputs are y-axis 

values. The suggested method of this work yields increased 

throughputs amongst the strategies studied for comparison. As 

a result, the proposed HSALSO-CA system selects the 

optimal forwarder nodes based on HSALSO fitness values. 

 

Figure 4 Comparison of Throughput 

4.1.3. Energy Consumptions 

This parameter implies average energies required by networks 

for transmissions of packets to SNs within a specified time 

frame and given as Equation (13) 

𝐸𝑛𝑒𝑟𝑔𝑦 (𝑒) = [(2 ∗ 𝑝𝑖 − 1)(𝑒𝑡 + 𝑒𝑟)𝑑  (13) 

Where pi - data packet, 𝑒𝑡 - packet i’s source energy, 𝑒𝑟 - 

energy  needed for the receipt of packet i, d - distance among 

source and destination nodes. 

 

Figure 5 Energy Consumption Comparison 

Figure 5 shows the comparative analysis concerning energy 

utilization performance, where nodes form the x-axis while 

their corresponding energy utilization is y-axis values. 
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Compared techniques comprises of ACO, LSDAR, ELSOA-

CAs, and the proposed algorithm HSALSO-CA dissipating 

less energy. Therefore, the proposed HSALSO-CA system 

helps in choosing the best of the forwarder nodes on the basis 

of HSALSO fitness data. 

4.1.4. Network Lifespans 

The life spans of networks can be computed using Equation  

(14) 

𝐿𝑖𝑓𝑒𝑡𝑖𝑚𝑒 𝔼[𝐿] =
𝜀0−𝔼[𝐸𝑤]

𝑃+𝜆𝔼[𝐸𝑟]
   (14) 

Where P represents  network’s constant power consumptions 

and a continuous value, 𝜀0 represents sum of non-

rechargeable initial energy, 𝜆  stands for average reporting 

rates of sensors, 𝔼[𝐸𝑤] implies the expected energy wastages 

or non-utilized energies till the death of a network and  𝔼[𝐸𝑟] 
–reported energy consumption of nodes. 

 

Figure 6 Network Lifetime 

Figure 6 depicts a comparison analysis concerning the 

performance of network lifetime, where nodes form the x-axis 

while their corresponding network's life spans are y-axis 

values. The methods used in comparisons include ACOs, 

LSDAR, ELSOA-CAs, and proposed HSALSO-CA which 

yields an increase in network lifetime. Therefore, the 

proposed HSALSO-CA selects the best of the forwarder 

nodes by HSALSO fitness values. 

4.1.5. PDR 

PDR indicates the proportion of total lost packets to overall 

sent packetscan be expressed in eqn (15) 

Packet loss ratio =
𝑁𝑡𝑥−𝑁𝑟𝑥

𝑁𝑡𝑥 × 100%  (15) 

Where 𝑁𝑡𝑥 - transmitted packets,  𝑁𝑟𝑥 - received packets. 

This evaluation was carried out through the extraction of all 

real-time packet sizes, which are sent and obtained. 

 

Figure 7 Packet Drop Ratio 

Figure 7 shows the comparison evaluation concerning PDR 

performance, where nodes form the x-axis while their 

corresponding PDRs are y-axis values. Techniques taken for 

comparison include ACO, LSDAR, ELSOA-CAs, and the 

proposed HSALSO-CA algorithm which reveals reduced 

PDR. This way, the proposed HSALSO-CA system chooses 

the best forwarder nodes based on HSALSO fitness values. 

5. CONCLUSION 

In the proposed technical work, the focus is on optimum, 

rapid, and energy-efficient data broadcasting such that 

decisions on tomato crops are made with accuracy. In this 

research work, multipath routing is proposed for guaranteeing 

that the data transmission is faster. In this, rapid multipath 

routing is made sure by choosing the optimal forwarder nodes 

that handle limitations in delays and energies. Hence, optimal 

Forwarding Node selections are employed using the proposed 

HSALSOA scheme. The Simulated Annealing algorithm is 

hybridized as it encompasses both optimal local and global 

search capability for the bigger network. Secured data 

transmission employing modified ECC algorithm guarantees 

increased security for congestion-aware multipath routing 

mechanisms. In comparison to existing methodologies, 

simulation results demonstrate that the proposed ELSOA-CAs 

model delivers superior performance in terms of throughputs, 

network longevities, reduced energy usage, and end-to-end 

delays. 
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ABSTRACT

The rare earth elements, gadolinium and samarium, are doped with TiO2 by

hydrothermal synthesis technique to study the photoconversion performance of

a photoanode in a dye-sensitized solar cell (DSSC). The obtained materials are

subjected to the characterizations XRD, HR-TEM, UV–Vis spectroscopy, and

XPS. DSSCs are fabricated using N719 dye, redox electrolyte, and platinum

counter electrode. Charge-transfer ability was investigated using electrochemi-

cal impedance spectroscopy (EIS) on DSSCs. The efficiencies of DSSCs are

influenced by the electron transport within the TiO2–dye–electrolyte system.

After the fabrication and simulation, among the two, Gd3?-doped TiO2 gives the

desired outcomes and higher efficiency (5.542%) than the pure and Sm3?-doped

TiO2 and thus it proves to be a superior solar cell anode material.

1 Introduction

According to the report of National Action Plan on

Climate Change (NAPCC), those who use power also

have the responsibility to maintain the environment

cleaner. This statement calls for curtailing higher

carbon dioxide emitting energy productions and to

innovate alternative resources. Dye-sensitized solar

cells (DSSCs) are being investigated intensively as

potential alternatives for the next-generation solar

cells. From the time Gratzel and his team reported the

first DSSCs in the year 1991 and threw some light

upon the increasing efficiency of solar cells with

minimized expenses, DSSCs have become the talk of

the town. The features like low production cost, high

power conversion efficiency (PCE), payback period,

and ecofriendly production promote DSSCs superior

to their older generation silicon solar cells [1, 2, 3].

Among all the semiconductor materials, TiO2

nanoparticles are widely used as photoanode due to its

large surface area-to-volume ratio, high PCE, and easy

preparation in DSSCs [4]. Moreover, the conversion

efficiency of TiO2-based DSSCs has energy losses by

recombination and slow electron transportation as

major predicaments [5, 6]. One of the most important

parts of DSSCs is photoanode [7]. However, the
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development of promising photoanode that exhibits

better solar cell performance is still critical for the

applications of DSSCs. Research works have been

attempted on designing and preparing the highly effi-

cient materials for DSSCs. Enhancing the DSSCs’ per-

formance using TiO2 coupling with other materials is

considered to be an important field of research [8]. Such

an attempt is made by doping the rare earth elements

(REEs) like samarium and gadolinium with TiO2 and

the characterizations were done to find the suitability of

the synthesized material. TiO2 is sensitive only to UV

light by cause of its large bandgap, and it has low

quantum efficiency, resulting from the fast recombina-

tion rate of photogenerated electron–hole pairs. Doping

with metal and non-metal species is a popular tech-

nique which facilitates visible light activity of titanium

dioxide. Moreover, the REE used for doping resulted in

stronger absorption edge shift toward a longer wave-

length. Red shift of this type can be attributed to the

charge-transfer transition between rare earth ion’s f

electrons and the TiO2 conduction or valence band.

Introducing the orbitals between the conduction and

valence band of TiO2 reduces the bandgap. Samarium

and gadolinium are also economic compared to other

lanthanides and they improve the absorption in the

visible light spectrum [9].

REEs-doped TiO2 is synthesized through

hydrothermal method and produced as an efficient

photoanode. The effect of samarium (Sm3?) and

gadolinium (Gd3?) on the surface and morphology of

TiO2 was investigated by characterizing the material

with XPS, TEM, and XRD. The optical property was

elucidated by UV spectroscopy. The J–V characteris-

tics provide the data to calculate the efficiency of the

fabricated DSSCs. Doping TiO2 with transition metals

is known to enhance their response in visible light

region [10, 11]. Very few reports are available

accounting for the improvement in the efficiency of

TiO2 toward visible light when doped with lan-

thanide ions/oxides [12]. Study on the comparison of

doping Sm3? and Gd3? (2 wt%) with TiO2 is not

commonly available in works hence this work will

pave path for the researchers to explore more.

2 Materials utilized

Samarium(III) oxide (powder, Sm2O3, 99.9%),

gadolinium(III) oxide (powder, Gd2O3, 99.9%), and

ethanol (99%) were purchased from Merck.

Titanium(IV) isopropoxide (liquid, Ti[OCH(CH3)2]4,

anatase, 99.9%), platinum (liquid, 99.9%), and fluo-

rine-doped tin oxide (FTO, 13 X/sq)-coated glass

were received from Sigma-Aldrich. All chemical

reagents were used without further purification as

they were obtained from commercial sources with the

highest purity.

3 Preparation technique

Solution reaction-based approach is carried out to

synthesize nanomaterials and this method has good

control over the compositions of the synthesized

nanomaterials. Solution of pure TiO2 and REE

(Sm3?/Gd3?)-doped TiO2 was synthesized using this

widely employed technique. Titanium(IV) iso-

propoxide (anatase, 99.9%) and acetic acid were

taken in 1:4 molar ratio. Drop by drop, 20 M of dis-

tilled water was added to the solution during mag-

netic stirring to get the solution. This process is

allowed for 25 min to observe better results. The

obtained solution was poured into a Teflon autoclave.

The autoclave was placed in the furnace at 100 �C for

24 h. The product was exposed for 3 h at the heating

rate of 5 �C/min to obtain TiO2 nanoparticles by

calcination at 400 �C. Following the same procedure

of preparing undoped TiO2, RE3?-doped TiO2 sam-

ples were synthesized. As mentioned above, after

25 min of stirring, the solution was added with

samarium (2 wt%) in smaller quantities. After 25 min

of stirring, the process was similar to that of

preparing undoped TiO2. To get gadolinium-doped

TiO2, the procedure of preparing samarium-doped

TiO2 is repeated by replacing samarium (2 wt%) with

gadolinium (2 wt%).

4 Preparation of DSSC

The TiO2 photoanodes were prepared by a modified

version of the reported procedures mentioned by Jara

et al. [13]. The FTO glass was sonicated for 20 min in

ethanol, washed with acetone and Millipore water,

and dried before use. 0.1 g of prepared material

(undoped TiO2, Sm3?/Gd3?-doped TiO2) was added

with a 0.25 ml of Triton-X 100 (4-octylphenol

polyethoxylate) and ethanol (5 ml). Employing the

prepared FTO glasses (20 mm 9 20 mm) as sub-

strates, the paste was dropped using pipette. Spin-
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coating was carried out at 500 rpm for 30 s and

2000 rpm for 90 s. Then, it is left to dry at the ambient

temperature. The schematic diagram of DSSC is

provided in Fig. 1A.

On the anode FTO glass, 5 mmol of N719 dye was

applied and left to spread evenly for 12 h. A few

drops of liquid platinum were placed on another

FTOglass and left to spread evenly. It was exposed to

350�C for 25 min to obtain the platinum (Pt) counter

electrode. The two electrodes were sandwiched and a

hole was made on the counter electrode. I-/I3
- taken

as electrolyte was injected through the hole in the

counter electrode. The arranged system was placed in

the simulator to measure the activity of DSSC. At

room temperature using a Keithley 2400 high current

source power meter under white-light illumination

from a 500 W xenon lamp (AM1.5G), current density–

voltage (J–V) measurements were taken. The energy

level diagrams of undoped and doped TiO2 are given

in Fig. 1B.

5 Results and discussion

5.1 XRD

The prepared sample crystallographic phases were

investigated using XRD. The XRD pattern of TiO2

and (Sm3? and Gd3?) doped TiO2 is portrayed in

Fig. 2b. The presence of strong diffraction peaks at 2h
& 25.2�, 37.9�, 48.1�, 54.1�, 54.9�, 62.7�, 68.9�, 70.1�,
and 75.1� corresponding to the (hkl) reflections planes

of (101), (004), (200), (105), (211), (204), (116), (220),

and (215), respectively, (JCPDS card no. 21-1272). The

Valence Band 

Conduc�on Band Conduc�on Band

Valence Band

Conduc�on Band

Valence Band

(a)
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Fig. 1 A Schematic diagram of fabrication of DSSC. B Energy level diagram of (a) undoped TiO2, (b) Sm
3?-doped TiO2, (c) Gd

3?-doped

TiO2
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obtained diffraction peaks indicate that anatase

crystalline structure is present and the studies

authenticate that there is no other impurity observed.

Furthermore, peaks of Sm3? and Gd3? oxides are not

seen in patterns. This situation can be ascribed to

insertion of dopant ions into the crystal lattice of

TiO2. The average crystallite size of the TiO2 and

Sm3?- and Gd3?-doped TiO2 sample grains was cal-

culated from the prominent peak and the plane 101

utilizing Scherrer’s equation. The obtained crystallite

is found to be 9.2, 8.74, and 8.77 for pure and Sm3?-

and Gd3?-doped TiO2 samples. While doping with

Sm3? and Gd3?, the crystallite size of the samples

decreases. This can be attributed that dopant ions

could go into the TiO2 lattice [14] and also the crystal

growth of TiO2 nanoparticles was hindered by

dopant ions resulting decreasing in crystal size [15].

From this XRD results, Sm3?- and Gd3?-doped TiO2

samples expected to have more surface area to adsorb

large dye molecule into the TiO2 surface.

5.2 EDAX

Figure 3 provides the energy-dispersive X-ray anal-

ysis (EDAX) of Sm-doped, Gd-doped, and undoped

TiO2. EDAX is a systematic method utilized to ana-

lyze the elemental or chemical characterization of an

area of the specimen under study. The elements

corresponding to each of its peaks are analyzed. The

elemental incorporations of Gd and Sm in the sam-

ples are confirmed through the spectrums obtained.

Measure of the respective elements incorporated in

the specimen is shown as the peak heights or areas

are in Fig. 3. Table 1 shows the experimental mass

percentage of the titanium, oxygen, gadolinium, and

samarium as obtained from EDAX analysis of the

compounds. From the spectrums, we observe that Ti

peaks appear at ? 0.6 keV, ? 4.5, and ? 5 keV.

Samarium is detected at ? 0.9, ? 4.8, ? 5.3, and ? 6

keV. Gadolinium is found to be present at ? 1, ?

5.4, ? 6.1 keV, and so on. Thus from the EDAX

spectra, the presence of dopants, namely, samarium

and gadolinium are seen and thus the doping has

taken place as per the expected mass percentages into

the TiO2 crystal lattice.

5.3 HR-TEM

Figure 4A represents the HR-TEM and SAED images

of undoped and doped TiO2 materials. 2 wt% of

doping REE (Sm3?/Gd3?) ions cover the TiO2

nanoparticles to form uneven surface. A greater

impact in preventing the growth of the grain and the

creating reduction in the size was caused by the

presence of samarium and gadolinium. The segre-

gation of the doping ions at the grain boundary limits

the grain growth by restricting direct contact of the

grains.

Distinguishable crystal planes and well-defined

spherical shapes are observed in both the samples.

The sizes of the undoped and Sm3?- and Gd3?-doped

samples were measured as 10.41, 9.26, and 9.32 nm,

respectively. The lattice fringes are very clear and the

interplanar distance is calculated as 0.276 nm for

Sm3?-doped TiO2, 0.281 nm for Gd-doped TiO2, and

0.269 nm for undoped TiO2. The considerable wavi-

ness and expansion of fringes are attributed to the

electrical stress might have been originated from

earth ions doping [16, 17].

The reduction in the size of the particles was

observed and in good agreement with XRD findings.

Selected area electron diffraction patterns provide the

information about the indices based on which we can

calculate the d-spacing of the elements and the size of

the materials is calculated from that measured

d. These images prove that the materials possess

properly formed poly crystalline structures. The

planes are clear and distinct and easy to identify from

the images. They are also in perfect agreement with

the various planes present in XRD pattern. The cross-

sectional image of undoped TiO2, Sm-doped TiO2,
Fig. 2 XRD images of (a) Gd-doped, (b) Sm-doped, and

(c) undoped TiO2
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and Gd-doped TiO2 is shown in Fig. 4B and the

thicknesses are measured to be 11.1 lm, 10.8 lm, and

11 lm, respectively.

5.4 Absorption spectra

Optical properties and optic bandgap values of

nanoparticles were investigated with UV–Vis spec-

troscopy. Figure 5A denotes the optical absorption

spectra of undoped TiO2, Sm3?-doped, and Gd3?-

doped TiO2 , respectively. Doping achieved by

replacing the Ti4? cation with Sm3? and Gd3? cation.

The main absorption wavelength of TiO2 corresponds

to the intrinsic absorption of anatase phase TiO2,

whereas the optical absorption band of Sm3?-doped

TiO2 and Gd3?-doped TiO2 exhibit bathochromic

shift. Thus, upon optical excitation, the energy

required for the electrons to transit from the valence

band to the conduction band decreases leading to a

bathochromic shift commonly known as red shift.

The bandgap energy (Eg) estimated using Tauc-

plot function shown in Fig. 5B–D. The observed

3.05 eV, 2.95 eV, and 2.89 eV are the optical bandgap

values of pure TiO2, Sm3?-doped TiO2, and Gd3?-

doped TiO2, respectively. The lowest optical bandgap

energy is found for Gd3?-doped TiO2 and is found to

be the most efficient among other photoanodes

because of high potential electron injection. The

above results show that Gd-doped TiO2 is more

active in UV-A, UV-B, and visible spectrum com-

pared to Sm-doped or undoped TiO2 and absorbs

maximum portion of solar light to enhance the pho-

tovoltaic conversion.

After doping of Sm3? and Gd3? cation, a major

effect on the band structure and trap states of TiO2 is

Fig. 3 EDAX spectrum of A Sm-doped, B Gd-doped, and C undoped TiO2

Table 1 Elemental composition and wt% of the synthesized

materials

Materials Element Wt%

Samarium doped TiO2 O 36.52

Ti 61.75

Sm 01.73

Gadolinium doped TiO2 O 38.32

Ti 59.83

Gd 1.85

Pure TiO2 Ti 60.83

O 39.16
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seen and also the charge injection between photoan-

ode and dye molecules should be fast to avoid

recombination which benefits the possible enhance-

ment in the photovoltaic activity for the fabrication of

DSSCs.

5.5 X-ray photoelectron spectroscopy (XPS)

High-resolution XPS study was used to find the

chemical states of Ti, Sm3?, and Gd3? of the synthe-

sized samples given in Fig. 6A–C. After the baseline

correction, the peaks were deconvoluted using

Gaussian–Lorentzian line shapes. The survey

spectrum of Sm3?- and Gd3?-doped TiO2 nanoparti-

cles is shown in Fig. 6A, which assures the presence

of Ti, C, O, Sm3?, and Gd3?; moreover, the impurities

are not much evident here. The XPS spectra were

charge corrected having C 1 s peak at 284.6 eV as

reference.

In Fig. 6B, the binding energy peak at 458.56 eV

and 464.22 eV corresponds to the oxidation state of Ti

2p3/2 and Ti 2p1/2, respectively. These findings are in

conformity with the reference data results [4] and

confirm that the tetravalent Ti atoms are consistent in

TiO2 lattice. O 1s configuration peaks, observed in

Fig. 6C, are the results of oxygen presence on the

surface in crystal lattice. The peaks are observed at

529.66 eV for Gd-doped TiO2 and 529.71 eV in Sm3?-

doped TiO2 that confirm the presence of Sm 3d5/2

and Gd 3d5/2 states in the TiO2 crystal lattice, which

in turn narrowed the charge-transfer band. Hence,

bFig. 4 A High-resolution TEM images and SAED pattern of

(i) Sm-doped, (ii) Gd-doped, and (iii) undoped TiO2. B Cross

sectional images of (a) undoped TiO2, (b) Sm-doped TiO2, and

(c) Gd-doped TiO2

Fig. 5 A Absorption spectra of Gd-doped, Sm-doped, and undoped TiO2 bandgap of B undoped TiO2, C Gd-doped and D Sm-doped
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XPS analysis indicates the successful doping of Sm3?

and Gd3? ions into the TiO2 crystal lattice.

5.6 Electrochemical impedance analysis
(EIS)

EIS is used to further investigate the electrical con-

ductivity and charge-transfer ability of the prepared

photoanodes by Impedance spectra of the two iden-

tical symmetric dummy cells is shown in Fig. 7. The

obtained experimental data were fitted with a

Nyquist equivalent circuit including a series resis-

tance (Rs), charge-transfer resistance (Rct), and Nernst

diffusion (ZN), respectively [18], where Rs is the

resistance of FTO, Rct is the resistance of interface

between electrolyte, dye, and photoanode, and ZN is

corresponding to the resistance in the redox couple.

In general, low Rct is the salient factor to achieve fast

electron transport mobility within photoanode/elec-

trolyte interface. From EIS analysis, Rct values are

decreasing after doping with Sm3? and Gd3? ions,

indicating faster electron generation within the pho-

toanodes; and Gd3?-doped TiO2 has low Rct values

compared with other photoanodes due to smaller

crystallite size, which shows that electrolyte can

easily access into the photoanode to produce large

electron ions. The measured EIS data are shown in

Table 2.

Fig. 6 XPS spectra of Sm- and Gd-doped TiO2

Fig. 7 Electrochemical impedance spectra of pure TiO2, Sm- and

Gd-doped TiO2

Table 2 The impedance results of the photoanodes

Photoanodes Rs (X) Rct (X) ZN (X)

TiO2 17.9 7.1 3.8

Sm3? doped TiO2 16.5 6.7 3.3

Gd3? doped TiO2 15.8 6.3 2.9
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5.7 I–V characteristics

The current density–voltage performances of pure,

Sm3?- and Gd3?-doped TiO2 DSSCs are provided in

Table 3 and the curves are portrayed in Fig. 7. The

conversion efficiency was high for Gd3?-doped TiO2

compared to Sm3?-doped and pure TiO2. One of the

salient factors for the enhancement of the efficiency is

the increase in UV and visible region light absorption

of the materials. Replacing Ti?4 cation with Sm3?/

Gd3? cations drives an effect on the trap states and

band structure of TiO2. As the bandgap decreases, the

conduction of Gd3?-doped TiO2 increases (Fig. 8).

It results in the increase of absorption energy from

a major portion of visible light as a result of reduction

of its bandgap energy. It was found that employed

dopant also affects dye adsorption owing to different

binding strengths between the dye and the dopant.

Since Gd3?-doped TiO2 allows N719 to bind itself of

the surface easily than Sm3?-doped and bare TiO2

photoanodes, the efficiency table of fabricated DSSCs

(Table 3) shows an increment in efficiency as Gd3?-

doped TiO2[ Sm3?-doped TiO2[undoped TiO2.

6 Conclusion

Sm3?- and Gd3?-doped TiO2 were synthesized with

hydrothermal technique. Morphological and optical

properties of the materials were characterized. After

the elaborate analysis, the prepared anode materials

were converted into electrodes and respective DSSCs

were fabricated. Among the samples, Gd3?-doped

TiO2 exhibited reduced size, 7.74 nm, minimized

bandgap, 2.89 eV, greater absorption of solar light

especially in UV-A, UV-B, and near visible region,

and better efficiency, 5.542%. These results show that

Gd3?-doped TiO2 is an appropriate anode material

for the assembling of DSSC.
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REVIEW

Unravelling the necessity of conservation and recycling of rare earth elements
from the perspective of global need
S. Bharathi Bernadsha

Department of Physics, Loyola College, (Affiliated to the University of Madras), Chennai, India

ABSTRACT
Rare earth elements (REEs) play an indispensable role in the manufacturing of hybrid cars, wind
turbines, compact fluorescent lights, flat screen televisions, mobile phones, disc drives, and
defence technologies due to their varied chemical, magnetic, and luminescent properties. The
unequal spreading of REE resources creates non-equilibrium in the utilisation and exploitation
of them among the nations. They are implanted in most of the electronic and magnetic
products and demand for them continues to increase in their production. Such dependency on
REE poses serious risks to the dependant country’s economy and military complex. It creates a
great deal of harmful waste. Around 1% of the REE are recycled from end-products. Scientific
interest of recycling REEs is constantly rising due to the increased use of REEs. This paper
presents a comprehensive review of the distribution of REEs and various recycle methods.

RÉSUMÉ
Les éléments de terres rares (ETR) jouent un rôle indispensable dans la fabrication de voitures
hybrides, d’éoliennes, de lampes fluorocompactes, de téléviseurs à écran plat, de téléphones
cellulaires, de lecteurs de disque et de technologies de défense en raison de leurs propriétés
chimiques, magnétiques et luminescentes variées. Cependant, leurs gisements et leurs
disponibilités ne sont pas uniformes sur la terre. Cette répartition inégale de ces ressources en
ETR crée un déséquilibre dans l’utilisation et l’exploitation de ces éléments parmi les nations.
Comme ces minéraux sont implantés dans la plupart des produits électroniques et
magnétiques, leur demande continue d’augmenter dramatiquement dans leur production. Une
telle dépendance vis-à-vis les ETR pose des risques sérieux pour l’économie et le complexe
militaire du pays dépendant. Une grande quantité de minerai est requise pour les méthodes de
production actuelles. Cela crée beaucoup de déchets nocifs pour une petite quantité de
produits désirés. Les propriétés chimiques des éléments de terres rares les rendent difficiles à
séparer du minerai et compliquent également le processus de purification. Environ 1% des ETR
sont recyclés à partir des produits finis, le reste étant expulsé en déchet et retiré du cycle des
matériaux. L’intérêt scientifique pour le recyclage des ETR est en constante augmentation en
raison de l’utilisation accrue des ETR grâce à leur utilité. Cet article présente un compte-rendu
détaillé de la distribution des ETR entre les pays et diverses méthodes de recyclage.
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1. Introduction

The rare earths supply and demand was indefinite in
2021 due to pandemic, but most analysts remained opti-
mistic about the sector’s growth in 2022. Although they
usually get less attention than gold, copper, and lithium,
rare earth elements (REEs) are important metals for the
global economy, especially in the twenty-first century
[1]. Rare earth elements (REEs) are found to be indubi-
tably important elements in the day today needs of
human beings. Regarding the conservation and recy-
cling, the papers have not dealt sufficiently in the recent
past. This review aims at understanding the supply, con-
servation for the sustainability, and recycling of REE.
The literature in various databases and websites, from

openly available materials, has been compiled and ana-
lysed critically.

The present world is more worried about the climate
change and reliability of the fossil fuel supply [2]. So
every researcher is vying to invent and discover new
forms of supplements to alternate the depleting fossil
fuels. Photovoltaic, fuel cells, wind turbines, and hydro-
thermal systems are some of the alternative methods to
generate energy for various purposes of human beings
[3]. It is likely that solar, wind energy, and electric
vehicles will be considered as part of the solution for a
more sustainable future. Present technologies for elec-
tric vehicles and wind turbines rely heavily on REEs
like dysprosium (Dy) and neodymium (Nd) for rare
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earth magnets [4]. REEs exhibit numerous peculiar
physical and chemical properties, which ultimately
arise from their distinctive electronic configurations
[5]. Due to the above mentioned properties of REEs,
they have been applied in various modern electronic
industries, such as high-temperature superconductors,
energy-saving lamps, flat screen monitors, and televi-
sions, rechargeable batteries, and very strong permanent
magnets [6]. All REEs are not available in pure metal
form, although Promethium, the rarest, has unstable
isotopes, only occurs in trace quantities in natural
materials [7]. REEs are the elements that have become
extremely important to our world of technology owing
to their unique magnetic, phosphorescent, and catalytic
properties. These elements are critical to technologies
ranging from cell phones and televisions to LED light
bulbs and wind turbines [8].

2. Rare earth elements and their applications

Rare earth elements (REEs) consist of Yttrium and the 15
Lanthanide elements, namely, Lanthanum, Cerium, Pra-
seodymium, Neodymium, Promethium, Samarium,
Europium, Gadolinium, Terbium, Dysprosium, Hol-
mium, Erbium, Thulium, Ytterbium, and Lutetium [9].
The IUPAC includes Scandium also as one of the
REEs. The name ‘rare earth’ was given by early chemists
in reference to the difficulty in separation of the elements
from each other [10]. For practical reasons, the REEs are
divided into two major divisions: the Light Rare Earths
(Lanthanum (La), Cerium (Ce), Praseodymium (Pr),
Neodymium (Nd), and Samarium (Sm)) and the Heavy
Rare Earths (Gadolinium (Gd), Europium (Eu), Terbium
(Tb), Dysprosium (Dy), Thulium (Tm), Ytterbium (Yb),
Lutetium (Lu), Yttrium (Y), Holmium (Ho), and Erbium
(Er)) [11] (Figure 1 and Table 1).

REEs are used in catalysts, magnets, polishing pow-
ders, batteries, metallurgy, glass, ceramics, phosphors,
and a host of other applications requiring very small
amounts of material, including medical applications
[12]. To state the fact, the REEs are not really rare in
the earth comparing to the commonly used elements
like gold or platinum [4]. They are abundant in the
natural deposits, and more than 250 minerals contain
these REEs in them are discovered [13]. Due to the
leap in the technology especially in high-tech usages
like mobile phones, defence technologies, flat screen tel-
evisions, sophisticated cars, consumer electronics, com-
puters and networks, communications, clean energy,
advanced transportation, health care and environmental
mitigation, the need of REEs in the global market is
increasing [14–18].

3. The availability of rare earth elements in
the globe

The demand for mineral commodities is different from
that of consumer goods. As the demand for the products
keep on increasing, the need for REEs also increases.
Hence, the countries hunt for the availability of the
reserves of REEs in their own territories. As a result of
those searches, some of the countries have identified
the reserves, and some other countries are in search of
them [19].

In nature, REEs do not exist as individual native
metals such as gold, copper, and silver because of their
reactivity, instead occur together in numerous ore/
accessory minerals as either minor or major constitu-
ents. Though REEs are found in a wide range of min-
erals, including silicates, carbonates, oxides, and
phosphates, they do not fit into most mineral structures
and can only be found in a few geological environments
[20]. The resources have been calculated using data on
the percentage of rare earths found in various ore
deposits [21]. Eu is the only rare earth element esti-
mated to have less than 1000 years. The sustainability
of the REEs has become a major concern as their
demands are increasing every day. The increase in the
modern industry, environmental issues, and other
demands results in the reality that the REEs are deplet-
ing resources [22]. Thus, studying and obtaining the
essential data about the sources, marketing, appli-
cations, recycling, and possibilities of responsible uses
are to be given primacy. The countries are becoming
careful in using their reserves. Several studies are carried
out to investigate the resources of different countries.

Figure 2 depicts the reserves available in the countries
measured in the year 2020. China is the leading country
in having the major part of the reserves in the world. It
has 44MMT (million metric ton) as their reserve fol-
lowed by Vietnam (22MMT), Brazil (21MMT), Russia
(12MMT), India (6.9MMT), Australia (4.9MMT), and
US and Greenland together own (1.5MMT) [23].

Figure 3 gives the production of REEs from the
reserves in major top 10 REE extracting countries (in
metric ton) for the year 2018, 2019, and 2020 [23].
From the data, the graph is drawn, and it is found that
the production of REEs was never stopped despite of
facing the Corona epidemic and complete lockdown
period. It is also clear that major exporters like china
and Myanmar have increased their production. Except
Australia, most of the countries either have increased
the quantity of production ormaintained the statues qua.

In general, there are about 34 countries with rare earth
deposits in the world. In Asia, fourteen countries have
rare earth deposits. In Europe, six countries have been
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found to have rare earths. There are plenty of rare earth
reserves in Australia, but no processing plant could be
built for environmental problems. The United States
has its rare earth deposits. For Canada, there are many
small-scale rare earth reserves with good heavy rare
earth element contents for economic exploitation and
have attractedmany investors. One of its mining compa-
nies, the Great Western Group, is developing its rare
earth production in South Africa. In South America,
mainly in Brazil and in Africa, there are 10 countries
[24–28] (Figure 4).

4. Rare earth element and major countries

4.1. China

Between 2010 and 2012, the Chinese government
imposed export regulations on their rare earth minerals
and semi-processed rare earth products [29,30]. These
regulations created a disrupt between demand and
supply. In 2012, against China, the US, Japan, and the
Europe Union brought an allegation to WTO. After
two years of serious arguments, the case was settled but
did not favour China. As a consequence, China stopped
its production of REEs by 2014. When China stopped its
shipments in the year 2014, the entire world underwent
the crucial time in manufacturing guided missile and
hybrid cars to flat screen televisions and Black Berry
phones. However, the countries put a lot of pressure on
China, and thus the export licence on REEs was enforced
in 2015 [31–35]. The Chinese producers also have issues

with environmental pollution resulting from poorly
regulated mining operations [36,37].

4.2. United States of America

The United States need an adequate, stable, and reliable
supply of REEs. In their national security, economic
well-being, and industrial production, the REEs play
an inevitable role [38]. The United States is a major
dependent country which imports major part of its
critical minerals. The Commerce Department says
that US imports more than 50% of our annual con-
sumption of 31 of the 35 minerals designated as critical
by the Department of the Interior. The United States
reliance on imports not only puts China’s REE domi-
nance in perspective, but also it points to potential vul-
nerability to cost in a world market seeing a demand
surge for rare earths [39].

4.3 Europe Union

European Union (EU) have no mine supply of the REE,
but it does have a number of areas of suitable geology
withREE resources [40,41]. It is identified that the Europe
Union also depends onChina for the supply of REEs. Chi-
nese supply of the raw materials runs the Europe Union’s
solar andwind energy producing industries. For their var-
ious needs, Tellurium, Gallium, Indium, Neodymium,
and Dysprosium are imported by European countries
[42]. Along with rest of the world, EU’s production of
materials and energy depends on the Chinese supply of
REEs. Hence, the European Commission, to create pacts

Figure 1. Images of rare earth elements (REEs).
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with other REE-producing countries especially African
Countries, has instituted the association called ‘European
Raw Materials Initiatives’ [43,44].

4.4 Japan

A notable characteristic of Japan’s oceans is depth [45].
Japan has the share of 23% of the global reserve of Neo-
dymium material. Japan has been the most proactive
country. Though Japan has the reserves, mining the
reserves is not economically feasible. So, scientist of
Japan explored the sea mud and found that as a good
source of REEs [46]. At present, rare earths fall beyond
the scope of Japanese law regulating mining. When the
mining laws were originally written, policymakers did
not foresee any domestic rare earth development. But

Table 1. REEs Symbol, Atomic Number, and Applications.

S.No Element Symbol
Atomic
No. Applications

01. Scandium Sc 21 Aluminium–scandium alloys in aerospace industry [97], defence industry, and high intensity discharge light
[98].

02. Yttrium Y 39 Alloys, lasers and glass, red phosphors [99], fluorescent lamps, metals [100], ceramics [36, 101].
03. Lanthanum La 57 Metal alloys, catalysts hybrid engines, [100] catalysis, phosphors [99], carbon-arc lamps [102, 103].
04. Cerium Ce 58 Catalysis particularly auto, petroleum refining, metal alloys [100], phosphors [99], corrosion protection,

carbon-arc lamps, cigarette lighter flints [36, 102].
05. Praseodymium Pr 59 Magnets [100], optical fibres, carbon-arc lamps [102].
06. Neodymium Nd 60 Catalysis in petroleum refining [100], hard drives in laptops, headphones, Nd-Fe-B magnets [102].
07. Promethium Pm 61 Nuclear battery [102].
08. Samarium Sm 62 Sm-Co magnets, IR absorption in glass [102].
09. Europium Eu 63 Phosphors, red colour for TV and computer screens [100], green phosphor [99].
10. Gadolinium Gd 64 MRI, nuclear power, magnets, nuclear magnetic resonance imaging, phosphors [102].
11. Terbium Tb 65 phosphors [99], fluorescent lamps [102], magnets [100].
12. Dysprosium Dy 66 Magnets, hybrid engines, magnets [100, 102].
13. Holmium Ho 67 Neutron absorber, glass colouring agent, lasers [100].
14. Erbium Er 68 Red, green phosphors, amplifiers for optical fibres transmission, pink in glass melts, sunglasses [102].
15. Thulium Tm 69 Medical X-ray units – X-ray sensitive phosphors [102].
16. Yetterbium Yb 70 Catalysts, lasers, steel alloys – grain refiner [100, 102], stress sensors [102].
17. Lutetium Lu 71 Catalysts in petroleum refining, Ce-doped Lu-glass used in detectors for positron emission tomography [100].

Figure 2. Total reserves in the world (2020) (in million metric
tons).

Figure 3. Production of REEs (in metric ton) from top 10 countries for years 2019 and 2020.
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sediments containing high concentrations of rare earths
have been discovered recently in coastal waters. By
allowing JOGMEC (Japan Oil, Gas, and Metals National
Corp) to finance refining at home, Japan seeks to miti-
gate supply-chain risks [47–49]. A major impact on the
rare earth market occurred with the announcement of
rare earth deposits at Jongju in North Korea which are
being developed by Pacific Century Rare Earth Mineral
and the North Korea government [50].

4.5 India

India depends on imported minerals in spite of owning
6.9 million tonnes of rare earth metals. There is a need
to develop a long-term strategic vision for REEs. The
largest such global opportunity exists in the Indian
Ocean region (IOR). Geologically, the entire region
around the IOR is rich in REE formed by millions of
years of natural concentrating process. Producing REE
from these mineral sands is cheap [51].

4.6 Canada

Until the discovery of the Jongju deposit(s), the Canadian
deposit at Nechalacho in the North-West Territories was
one of the most exciting rare earth developments [50].
Nechalacho is unique for a few reasons; Canada’s only
rare earth elementsmining project was aiming to produce
end-products that will ultimately be used in technology
manufacturing. According to Natural Resources Canada,
the most important use for rare earth elements is making
magnets that can be used in cell phones, computers, wind
turbines, and electric vehicles [52]. Nechalacho affords
Canada the necessary capabilities to position itself along
the length of the rare earth elements value chain, while
attracting investment in other strategic downstream
industries such as aerospace and defence, electric motor
manufacture, advanced manufacturing and materials,
renewable energy, and other clean technology [53].

The Joint Action Plan on Critical Minerals Collabor-
ation, which was announced by the Canadian and US
federal governments in January 2020, the Nechalacho
mine looks set to play a key role in enabling Canada
to assume an internationally strategic role as a supplier
of critical minerals [54–58].

5. Need for the conservation of REEs

REE industries can produce serious health and environ-
mental issues such as REE bioaccumulation [59] radi-
ation exposure [60], species invasion [61], and
biodiversity loss [62]. Many of these environmental
issues are also present in other types of mining activities,

but radioactive pollution and REE toxicity are specific
environmental risks associated with REE production
that are attracting more attention [63]. The recent tigh-
tening of export quotas for REE by China has resulted in
price spikes and supply issues for consumers around the
world. Because of the widespread use of REE in a clean
energy economy, in particular magnets for wind tur-
bines, automobile magnets, rechargeable batteries, and
phosphors for lighting, the US Department of Energy
(DOE) has listed eight REEs in the critical range in
the short term (2015) and five in the medium term
(2025), both regarding the risk of supply and their
importance to clean energy. Similarly, the European
Union (EU) has also included the REE in their list of
materials critical to its future development [64,65].

As the research institutions and countries express
their ideas, the REE is becoming the bone of contention.
The statements made by the leaders of the countries on
the export and import of the REEs also give a feel that
the nations are making use of the REE reserves as reason
for subjugating other countries. So, the REE has to be
conserved well by the countries that conservation of
REE must result in the sharing of the resources.

6. Recycling rare earth elements

The wastes that serve as potential sources of REEs can be
classified into three major categories: industrial wastes,
mining wastes, and electronic wastes. The common
industrial wastes that have been used for REE extraction
include mineral processing wastes, namely phosphogyp-
sum and red mud as well as coal processing waste (fly
ash). Main mining waste sources for REEs include
mine tailings and acid mine drainage sources. For elec-
tronic wastes, magnets, NiMH batteries, and phosphors
are major REE sources [66]. Their combined crustal
abundance is around 200 ppm. Rare earth elements
are also found in high concentrations, i.e. higher than
10% rare earth oxide (REO), in over 70 minerals, with
the most commercially significant being monazite, bast-
naesite, and xenotime together with ion adsorption
clays and apatite [67].

One option being explored is recycling rare earth
metals from used products. You might think it would
be easier to recover rare earths from products than
extract them from the ground, but it is not as easy as
it sounds. Given the importance of these products to
modern living, governments around the world are fund-
ing research to make recycling a more feasible option.
Some companies are already finding it worthwhile.
The elements are present in small amounts in things
like cell phones. As parts get smaller, so do the amounts
of material used. In a touch screen, for example, the
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elements are distributed throughout the material at the
molecular scale. Since the electronic wastes are rich in
REEs, their sustainable management includes REE
extraction. The alumina production process generates
waste residue known as ‘red mud’ which contains
0.041%, 0.014%, 0.011%, and 0.012% of Ce, La, Nd,
and Sc, respectively [68] (Figure 5).

6.1 Industrial waste recycling

Phosphogypsum is a waste product from the fertiliser
industry. It generally contains 0.1–2% of REEs. A

mixed culture of sulphur-oxidising bacteria has been
reported to extract 55–70% of REEs from phosphogyp-
sum after 30 days of incubation at pH 1.5–1.8 [69,70].
The slurry left after the extraction of aluminium from
bauxite ore using the Bayer process is known as red
mud. For each ton of alumina produced, 1–2 tons of
red mud is generated [70]. Combustion of coal in ther-
mal power plants leads to the generation of residue
known as fly ash. The largest producer is China, fol-
lowed by India, Europe, Africa, and the Middle East.
It has been estimated that the highest e-waste is pro-
duced by China, followed by the United States, Japan,

Figure 4. The presence of REE mines operating and developing over the globe [46].

Figure 5. The recoverable REEs from LCDs, LEDs, batteries, and magnets [92–96].
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India, and Germany. With COVID-19 keeping people
indoors and on devices, the usage of electronic gadgets
is only getting higher [71].

6.2 Mining wastes recycling

Rejects from mineral processing and water treatment
plants are deposited in the mine tailings at mine sites.
From an abandoned mine and its ability to accumulate
REEs including Dy, Y, Nd, Eu, Tb, and Yb indicate
another avenue for REE bio-recovery frommine tailings
[72]. Acid mine drainages (AMD) are produced in large
quantities. The AMD produced in Xingren coalfield
mine, located in the southwestern Guizhou province
of China, is reported to contain La, Ce, Pr, Nd, Sm,
Eu, Gd, Tb, Dy, Ho, Er, Tm, Yb, and Lu, with total
REE concentrations varying between 0.1 and 0.9 ppm
[73]. Recycling them will be a good source of conserving
and recycling the REE.

6.3 Electronic waste

One of the significant challenges in the recycling of elec-
tronic waste is the very low quantity of REEs in each
device. The recovery of Europium and Yttrium from
colour TV screens using sulphuric acid as the leaching
agent is one of the ways of recycling. NiMH batteries
contain approximately 10% REEs to improve hydrogen
storage capacity of the battery. The content of La, Ce,
and Nd in NiMH batteries has been reported to be
237, 67, and 36 ppm, respectively [74]. Different hydro-
metallurgical and pyrometallurgical processes have been
adopted for the extraction of REEs from NiMH batteries
[75]. The doping of Lithium Ion Battery cathodes with
REEs such as La, Ce, Pr, Gd, and Dy is reported to
enhance the structural stability and electrochemical per-
formances of the batteries [76]. Electronic display and
lighting products such as CRTs, LEDs, LCDs, and fluor-
escent lamps contain phosphors which serve as the
major source of REEs in these items. The concentrations
of La, Ce, Eu, Gd, Tb, and Y in phosphors derived from
fluorescent lamps have been reported to be 3.8, 4.9, 4.4,
2.5, 2.7 and 112.1 ppm, respectively [77].

In the past 10 years, more research was carried out to
recover REEs from a different end-of-life electronic
wastes using conventional approaches such as precipi-
tation, filtration, pyrometallurgy, hydrometallurgy,
liquid–liquid solvent extraction, among others [78],
Dismantling/manual disassembly is the process in
which hazardous material and other streams are
removed from the components of electronic wastes
such as screens, batteries, capacitors, PCB, computers
CPU and RAM for the selective recovery of the REEs,

and other high-value products [79]. The processes
used in REEs recovery and separation are bioleaching,
biosorption, siderophores, hydrometallurgy, pyrometal-
lurgy, and carbon-based material. Bioleaching is an
effective technology of metal recovery from primary
and secondary sources using microorganisms such as
extremophiles, moderately thermophilic bacteria, and
mesophiles. It is widely used in commercial recovery
of metals especially molybdenum (Mo), copper (Cu),
zinc (Zn), nickel (Ni), arsenic (As), cobalt (Co), anti-
mony (Sb), gallium (Ga), palladium (Pd), platinum
(Pt), and osmium (Os) from their ores [80].

Bioleaching can also be applied for the extraction of
metals from electronic waste, mine, flay ashes, contami-
nated soils, sludge, and spent catalysts. Johnston et al.
(2013) [81] investigated the extraction of REEs from
electronic waste using bio-recovery, which includes
bioreduction, acidolysis, biomineralisation, and cyano-
genic bioleaching. The results showed that when com-
pared with the other processes such as
hydrometallurgy and pyrometallurgy, bio-recovery is a
more cost-effective and environment friendly process.

Biosorption is one of the modern biological methods
that get the most attention in the field of recovery of
metals from electronic waste, due to unique properties
such as high recovery efficiency for metals in low con-
centration, high regeneration, fast kinetics, and non-
generation of secondary residues. It is cost-effective,
can be efficiently operated and used in situ, shows
high efficiency in the removal of contaminants from
aqueous solution, and does not produce any chemical
sludge. Moreover, it can be easily integrated with any
system as compared with the conventional methods
[82–84].

Siderophores are small, high-affinity iron-chelating
compounds secreted by microorganisms such as bac-
teria, fungi, and grasses. The chelator molecules are pro-
duced to hunt Fe+3 from the environment to satisfy the
microorganism’s metabolic needs. They are known as
the best ligands for ferric ions [85]. Siderophores have
a high affinity towards desferrioxamine, which is abun-
dant naturally. The recovery of REEs using siderophores
is cost-effective, rapid, reversible, and an eco-friendly
technology compared with conventional methods for
the recovery of REEs which are available in small con-
centration from different end-of-life electronic wastes.
It has a unique application for the recovery of REEs in
the future and can be applied in a vast environmental
field [86].

Pyrometallurgy is one of the known thermal treat-
ments that can be used for the recovery of metals
from electronic waste. This process includes smelting
in a plasma arc furnace, blast furnace, or copper smelter,
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incineration, and high heat roasting in the presence of
selective gases to recover mainly nonferrous metals.
Moreover, this process is characterised by high energy
consumption. However, it has high efficiency for the
recovery of selective REEs from electronic wastes.
About 70% recovery of REEs are from electronic wastes
[87].

Hydrometallurgy is a chemical method that can be
used for the extraction of metals from electronic
waste. In this process, gadolinium, yttrium, and lantha-
num, are extracted from electronic waste using chloride
solution [88] some drawbacks due to the generation of
sludge, heavy metal pollution, and toxicity. However,
Tuncuk et al. (2012) [89] showed that hydrometallurgi-
cal processes could achieve high efficacy for the recovery
of metals from printed circuit boards. They have also
reported the limitation of this method as it can recover
only Li and Co metals, not other metals.

In greener physical treatment with supercritical
water process, REEs are extracted from electronic
waste by using supercritical water and acid leaching
(HCl) [90]. Cryo-milling is an another physical treat-
ment approach, which is a green and novel technology
for the recycling of REEs from electronic waste. In
this process, electronic waste is degraded into nanopar-
ticle sizes using a ball milling machine, which is oper-
ated at low temperatures. This leads to an increase in
the efficiency of the separation of oxides, polymers,
and meal constituents [91]. Moreover, this approach is
an eco-friendly process due to the generation of small
volumes of waste and the need for low temperatures,
so that it is feasible to apply on a large scale.

7. Conclusion

The recent development of various novel technologies
for sustainable and effective recovery of REEs from elec-
tronic and other mining wastes draws the attention of
the rulers, researchers, and scientists. This paper high-
lights the presence of REE in different nations around
the globe and their impact. Different processes for the
recovery of REEs from electronic and mining wastes
through bioleaching, biosorption, siderophores, hydro-
metallurgy, pyrometallurgy, and carbon-based material
are mentioned. In addition to this efficient recycling
when these technologies are employed well, they can
help in achieving sustainable development goals and
balance social, economic, and environmental
sustainability.

Electronic waste is an emerging problem in devel-
oped and developing nations worldwide. The environ-
ment, particularly the aquatic environment, can be
harmed if the wastes are not treated, stored, or recycled.

Moreover, they have high economic value and high con-
tent of the REEs. So, they must be recycled. An efficient
recycling of rare earths requires the development of
environmentally friendly dismantling, sorting, pre-pro-
cessing, and pyro-, hydro-, and/or electrometallurgical
processing steps to recover the REEs from magnets, bat-
teries, lamp phosphors, and other applications. With
respect to a number of other applications or residues
containing rare earths, one has to be realistic about
the recycling options. To conclude, considering the
growing levels of REEs present in the sphere of technol-
ogy, we need to plan and conserve the REE for the
proper utilisation. It is evident that in addition to miti-
gating some of the supply risk, REE recycling can mini-
mise the environmental challenges.

Innovative, cost-effective technologies, which can
reduce the environmental impact of the overall recy-
cling with respect to the primary mining route, should
be further fine-tuned. Products could be designed in
such a way that dismantling can be easier, and thus
the components can be separated from each other easily.
Researches can be carried out to replace the critical rare
earths by less critical metals. Secondly, the supply risk
can be mitigated by investing in sustainable primary
mining from old or new rare earth deposits.
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ABSTRACT

The rare earth elements, gadolinium and samarium, are doped with TiO2 by

hydrothermal synthesis technique to study the photoconversion performance of

a photoanode in a dye-sensitized solar cell (DSSC). The obtained materials are

subjected to the characterizations XRD, HR-TEM, UV–Vis spectroscopy, and

XPS. DSSCs are fabricated using N719 dye, redox electrolyte, and platinum

counter electrode. Charge-transfer ability was investigated using electrochemi-

cal impedance spectroscopy (EIS) on DSSCs. The efficiencies of DSSCs are

influenced by the electron transport within the TiO2–dye–electrolyte system.

After the fabrication and simulation, among the two, Gd3?-doped TiO2 gives the

desired outcomes and higher efficiency (5.542%) than the pure and Sm3?-doped

TiO2 and thus it proves to be a superior solar cell anode material.

1 Introduction

According to the report of National Action Plan on

Climate Change (NAPCC), those who use power also

have the responsibility to maintain the environment

cleaner. This statement calls for curtailing higher

carbon dioxide emitting energy productions and to

innovate alternative resources. Dye-sensitized solar

cells (DSSCs) are being investigated intensively as

potential alternatives for the next-generation solar

cells. From the time Gratzel and his team reported the

first DSSCs in the year 1991 and threw some light

upon the increasing efficiency of solar cells with

minimized expenses, DSSCs have become the talk of

the town. The features like low production cost, high

power conversion efficiency (PCE), payback period,

and ecofriendly production promote DSSCs superior

to their older generation silicon solar cells [1, 2, 3].

Among all the semiconductor materials, TiO2

nanoparticles are widely used as photoanode due to its

large surface area-to-volume ratio, high PCE, and easy

preparation in DSSCs [4]. Moreover, the conversion

efficiency of TiO2-based DSSCs has energy losses by

recombination and slow electron transportation as

major predicaments [5, 6]. One of the most important

parts of DSSCs is photoanode [7]. However, the
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development of promising photoanode that exhibits

better solar cell performance is still critical for the

applications of DSSCs. Research works have been

attempted on designing and preparing the highly effi-

cient materials for DSSCs. Enhancing the DSSCs’ per-

formance using TiO2 coupling with other materials is

considered to be an important field of research [8]. Such

an attempt is made by doping the rare earth elements

(REEs) like samarium and gadolinium with TiO2 and

the characterizations were done to find the suitability of

the synthesized material. TiO2 is sensitive only to UV

light by cause of its large bandgap, and it has low

quantum efficiency, resulting from the fast recombina-

tion rate of photogenerated electron–hole pairs. Doping

with metal and non-metal species is a popular tech-

nique which facilitates visible light activity of titanium

dioxide. Moreover, the REE used for doping resulted in

stronger absorption edge shift toward a longer wave-

length. Red shift of this type can be attributed to the

charge-transfer transition between rare earth ion’s f

electrons and the TiO2 conduction or valence band.

Introducing the orbitals between the conduction and

valence band of TiO2 reduces the bandgap. Samarium

and gadolinium are also economic compared to other

lanthanides and they improve the absorption in the

visible light spectrum [9].

REEs-doped TiO2 is synthesized through

hydrothermal method and produced as an efficient

photoanode. The effect of samarium (Sm3?) and

gadolinium (Gd3?) on the surface and morphology of

TiO2 was investigated by characterizing the material

with XPS, TEM, and XRD. The optical property was

elucidated by UV spectroscopy. The J–V characteris-

tics provide the data to calculate the efficiency of the

fabricated DSSCs. Doping TiO2 with transition metals

is known to enhance their response in visible light

region [10, 11]. Very few reports are available

accounting for the improvement in the efficiency of

TiO2 toward visible light when doped with lan-

thanide ions/oxides [12]. Study on the comparison of

doping Sm3? and Gd3? (2 wt%) with TiO2 is not

commonly available in works hence this work will

pave path for the researchers to explore more.

2 Materials utilized

Samarium(III) oxide (powder, Sm2O3, 99.9%),

gadolinium(III) oxide (powder, Gd2O3, 99.9%), and

ethanol (99%) were purchased from Merck.

Titanium(IV) isopropoxide (liquid, Ti[OCH(CH3)2]4,

anatase, 99.9%), platinum (liquid, 99.9%), and fluo-

rine-doped tin oxide (FTO, 13 X/sq)-coated glass

were received from Sigma-Aldrich. All chemical

reagents were used without further purification as

they were obtained from commercial sources with the

highest purity.

3 Preparation technique

Solution reaction-based approach is carried out to

synthesize nanomaterials and this method has good

control over the compositions of the synthesized

nanomaterials. Solution of pure TiO2 and REE

(Sm3?/Gd3?)-doped TiO2 was synthesized using this

widely employed technique. Titanium(IV) iso-

propoxide (anatase, 99.9%) and acetic acid were

taken in 1:4 molar ratio. Drop by drop, 20 M of dis-

tilled water was added to the solution during mag-

netic stirring to get the solution. This process is

allowed for 25 min to observe better results. The

obtained solution was poured into a Teflon autoclave.

The autoclave was placed in the furnace at 100 �C for

24 h. The product was exposed for 3 h at the heating

rate of 5 �C/min to obtain TiO2 nanoparticles by

calcination at 400 �C. Following the same procedure

of preparing undoped TiO2, RE3?-doped TiO2 sam-

ples were synthesized. As mentioned above, after

25 min of stirring, the solution was added with

samarium (2 wt%) in smaller quantities. After 25 min

of stirring, the process was similar to that of

preparing undoped TiO2. To get gadolinium-doped

TiO2, the procedure of preparing samarium-doped

TiO2 is repeated by replacing samarium (2 wt%) with

gadolinium (2 wt%).

4 Preparation of DSSC

The TiO2 photoanodes were prepared by a modified

version of the reported procedures mentioned by Jara

et al. [13]. The FTO glass was sonicated for 20 min in

ethanol, washed with acetone and Millipore water,

and dried before use. 0.1 g of prepared material

(undoped TiO2, Sm3?/Gd3?-doped TiO2) was added

with a 0.25 ml of Triton-X 100 (4-octylphenol

polyethoxylate) and ethanol (5 ml). Employing the

prepared FTO glasses (20 mm 9 20 mm) as sub-

strates, the paste was dropped using pipette. Spin-
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coating was carried out at 500 rpm for 30 s and

2000 rpm for 90 s. Then, it is left to dry at the ambient

temperature. The schematic diagram of DSSC is

provided in Fig. 1A.

On the anode FTO glass, 5 mmol of N719 dye was

applied and left to spread evenly for 12 h. A few

drops of liquid platinum were placed on another

FTOglass and left to spread evenly. It was exposed to

350�C for 25 min to obtain the platinum (Pt) counter

electrode. The two electrodes were sandwiched and a

hole was made on the counter electrode. I-/I3
- taken

as electrolyte was injected through the hole in the

counter electrode. The arranged system was placed in

the simulator to measure the activity of DSSC. At

room temperature using a Keithley 2400 high current

source power meter under white-light illumination

from a 500 W xenon lamp (AM1.5G), current density–

voltage (J–V) measurements were taken. The energy

level diagrams of undoped and doped TiO2 are given

in Fig. 1B.

5 Results and discussion

5.1 XRD

The prepared sample crystallographic phases were

investigated using XRD. The XRD pattern of TiO2

and (Sm3? and Gd3?) doped TiO2 is portrayed in

Fig. 2b. The presence of strong diffraction peaks at 2h
& 25.2�, 37.9�, 48.1�, 54.1�, 54.9�, 62.7�, 68.9�, 70.1�,
and 75.1� corresponding to the (hkl) reflections planes

of (101), (004), (200), (105), (211), (204), (116), (220),

and (215), respectively, (JCPDS card no. 21-1272). The
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Fig. 1 A Schematic diagram of fabrication of DSSC. B Energy level diagram of (a) undoped TiO2, (b) Sm
3?-doped TiO2, (c) Gd

3?-doped

TiO2
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obtained diffraction peaks indicate that anatase

crystalline structure is present and the studies

authenticate that there is no other impurity observed.

Furthermore, peaks of Sm3? and Gd3? oxides are not

seen in patterns. This situation can be ascribed to

insertion of dopant ions into the crystal lattice of

TiO2. The average crystallite size of the TiO2 and

Sm3?- and Gd3?-doped TiO2 sample grains was cal-

culated from the prominent peak and the plane 101

utilizing Scherrer’s equation. The obtained crystallite

is found to be 9.2, 8.74, and 8.77 for pure and Sm3?-

and Gd3?-doped TiO2 samples. While doping with

Sm3? and Gd3?, the crystallite size of the samples

decreases. This can be attributed that dopant ions

could go into the TiO2 lattice [14] and also the crystal

growth of TiO2 nanoparticles was hindered by

dopant ions resulting decreasing in crystal size [15].

From this XRD results, Sm3?- and Gd3?-doped TiO2

samples expected to have more surface area to adsorb

large dye molecule into the TiO2 surface.

5.2 EDAX

Figure 3 provides the energy-dispersive X-ray anal-

ysis (EDAX) of Sm-doped, Gd-doped, and undoped

TiO2. EDAX is a systematic method utilized to ana-

lyze the elemental or chemical characterization of an

area of the specimen under study. The elements

corresponding to each of its peaks are analyzed. The

elemental incorporations of Gd and Sm in the sam-

ples are confirmed through the spectrums obtained.

Measure of the respective elements incorporated in

the specimen is shown as the peak heights or areas

are in Fig. 3. Table 1 shows the experimental mass

percentage of the titanium, oxygen, gadolinium, and

samarium as obtained from EDAX analysis of the

compounds. From the spectrums, we observe that Ti

peaks appear at ? 0.6 keV, ? 4.5, and ? 5 keV.

Samarium is detected at ? 0.9, ? 4.8, ? 5.3, and ? 6

keV. Gadolinium is found to be present at ? 1, ?

5.4, ? 6.1 keV, and so on. Thus from the EDAX

spectra, the presence of dopants, namely, samarium

and gadolinium are seen and thus the doping has

taken place as per the expected mass percentages into

the TiO2 crystal lattice.

5.3 HR-TEM

Figure 4A represents the HR-TEM and SAED images

of undoped and doped TiO2 materials. 2 wt% of

doping REE (Sm3?/Gd3?) ions cover the TiO2

nanoparticles to form uneven surface. A greater

impact in preventing the growth of the grain and the

creating reduction in the size was caused by the

presence of samarium and gadolinium. The segre-

gation of the doping ions at the grain boundary limits

the grain growth by restricting direct contact of the

grains.

Distinguishable crystal planes and well-defined

spherical shapes are observed in both the samples.

The sizes of the undoped and Sm3?- and Gd3?-doped

samples were measured as 10.41, 9.26, and 9.32 nm,

respectively. The lattice fringes are very clear and the

interplanar distance is calculated as 0.276 nm for

Sm3?-doped TiO2, 0.281 nm for Gd-doped TiO2, and

0.269 nm for undoped TiO2. The considerable wavi-

ness and expansion of fringes are attributed to the

electrical stress might have been originated from

earth ions doping [16, 17].

The reduction in the size of the particles was

observed and in good agreement with XRD findings.

Selected area electron diffraction patterns provide the

information about the indices based on which we can

calculate the d-spacing of the elements and the size of

the materials is calculated from that measured

d. These images prove that the materials possess

properly formed poly crystalline structures. The

planes are clear and distinct and easy to identify from

the images. They are also in perfect agreement with

the various planes present in XRD pattern. The cross-

sectional image of undoped TiO2, Sm-doped TiO2,
Fig. 2 XRD images of (a) Gd-doped, (b) Sm-doped, and

(c) undoped TiO2
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and Gd-doped TiO2 is shown in Fig. 4B and the

thicknesses are measured to be 11.1 lm, 10.8 lm, and

11 lm, respectively.

5.4 Absorption spectra

Optical properties and optic bandgap values of

nanoparticles were investigated with UV–Vis spec-

troscopy. Figure 5A denotes the optical absorption

spectra of undoped TiO2, Sm3?-doped, and Gd3?-

doped TiO2 , respectively. Doping achieved by

replacing the Ti4? cation with Sm3? and Gd3? cation.

The main absorption wavelength of TiO2 corresponds

to the intrinsic absorption of anatase phase TiO2,

whereas the optical absorption band of Sm3?-doped

TiO2 and Gd3?-doped TiO2 exhibit bathochromic

shift. Thus, upon optical excitation, the energy

required for the electrons to transit from the valence

band to the conduction band decreases leading to a

bathochromic shift commonly known as red shift.

The bandgap energy (Eg) estimated using Tauc-

plot function shown in Fig. 5B–D. The observed

3.05 eV, 2.95 eV, and 2.89 eV are the optical bandgap

values of pure TiO2, Sm3?-doped TiO2, and Gd3?-

doped TiO2, respectively. The lowest optical bandgap

energy is found for Gd3?-doped TiO2 and is found to

be the most efficient among other photoanodes

because of high potential electron injection. The

above results show that Gd-doped TiO2 is more

active in UV-A, UV-B, and visible spectrum com-

pared to Sm-doped or undoped TiO2 and absorbs

maximum portion of solar light to enhance the pho-

tovoltaic conversion.

After doping of Sm3? and Gd3? cation, a major

effect on the band structure and trap states of TiO2 is

Fig. 3 EDAX spectrum of A Sm-doped, B Gd-doped, and C undoped TiO2

Table 1 Elemental composition and wt% of the synthesized

materials

Materials Element Wt%

Samarium doped TiO2 O 36.52

Ti 61.75

Sm 01.73

Gadolinium doped TiO2 O 38.32

Ti 59.83

Gd 1.85

Pure TiO2 Ti 60.83

O 39.16
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seen and also the charge injection between photoan-

ode and dye molecules should be fast to avoid

recombination which benefits the possible enhance-

ment in the photovoltaic activity for the fabrication of

DSSCs.

5.5 X-ray photoelectron spectroscopy (XPS)

High-resolution XPS study was used to find the

chemical states of Ti, Sm3?, and Gd3? of the synthe-

sized samples given in Fig. 6A–C. After the baseline

correction, the peaks were deconvoluted using

Gaussian–Lorentzian line shapes. The survey

spectrum of Sm3?- and Gd3?-doped TiO2 nanoparti-

cles is shown in Fig. 6A, which assures the presence

of Ti, C, O, Sm3?, and Gd3?; moreover, the impurities

are not much evident here. The XPS spectra were

charge corrected having C 1 s peak at 284.6 eV as

reference.

In Fig. 6B, the binding energy peak at 458.56 eV

and 464.22 eV corresponds to the oxidation state of Ti

2p3/2 and Ti 2p1/2, respectively. These findings are in

conformity with the reference data results [4] and

confirm that the tetravalent Ti atoms are consistent in

TiO2 lattice. O 1s configuration peaks, observed in

Fig. 6C, are the results of oxygen presence on the

surface in crystal lattice. The peaks are observed at

529.66 eV for Gd-doped TiO2 and 529.71 eV in Sm3?-

doped TiO2 that confirm the presence of Sm 3d5/2

and Gd 3d5/2 states in the TiO2 crystal lattice, which

in turn narrowed the charge-transfer band. Hence,

bFig. 4 A High-resolution TEM images and SAED pattern of

(i) Sm-doped, (ii) Gd-doped, and (iii) undoped TiO2. B Cross

sectional images of (a) undoped TiO2, (b) Sm-doped TiO2, and

(c) Gd-doped TiO2

Fig. 5 A Absorption spectra of Gd-doped, Sm-doped, and undoped TiO2 bandgap of B undoped TiO2, C Gd-doped and D Sm-doped
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XPS analysis indicates the successful doping of Sm3?

and Gd3? ions into the TiO2 crystal lattice.

5.6 Electrochemical impedance analysis
(EIS)

EIS is used to further investigate the electrical con-

ductivity and charge-transfer ability of the prepared

photoanodes by Impedance spectra of the two iden-

tical symmetric dummy cells is shown in Fig. 7. The

obtained experimental data were fitted with a

Nyquist equivalent circuit including a series resis-

tance (Rs), charge-transfer resistance (Rct), and Nernst

diffusion (ZN), respectively [18], where Rs is the

resistance of FTO, Rct is the resistance of interface

between electrolyte, dye, and photoanode, and ZN is

corresponding to the resistance in the redox couple.

In general, low Rct is the salient factor to achieve fast

electron transport mobility within photoanode/elec-

trolyte interface. From EIS analysis, Rct values are

decreasing after doping with Sm3? and Gd3? ions,

indicating faster electron generation within the pho-

toanodes; and Gd3?-doped TiO2 has low Rct values

compared with other photoanodes due to smaller

crystallite size, which shows that electrolyte can

easily access into the photoanode to produce large

electron ions. The measured EIS data are shown in

Table 2.

Fig. 6 XPS spectra of Sm- and Gd-doped TiO2

Fig. 7 Electrochemical impedance spectra of pure TiO2, Sm- and

Gd-doped TiO2

Table 2 The impedance results of the photoanodes

Photoanodes Rs (X) Rct (X) ZN (X)

TiO2 17.9 7.1 3.8

Sm3? doped TiO2 16.5 6.7 3.3

Gd3? doped TiO2 15.8 6.3 2.9
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5.7 I–V characteristics

The current density–voltage performances of pure,

Sm3?- and Gd3?-doped TiO2 DSSCs are provided in

Table 3 and the curves are portrayed in Fig. 7. The

conversion efficiency was high for Gd3?-doped TiO2

compared to Sm3?-doped and pure TiO2. One of the

salient factors for the enhancement of the efficiency is

the increase in UV and visible region light absorption

of the materials. Replacing Ti?4 cation with Sm3?/

Gd3? cations drives an effect on the trap states and

band structure of TiO2. As the bandgap decreases, the

conduction of Gd3?-doped TiO2 increases (Fig. 8).

It results in the increase of absorption energy from

a major portion of visible light as a result of reduction

of its bandgap energy. It was found that employed

dopant also affects dye adsorption owing to different

binding strengths between the dye and the dopant.

Since Gd3?-doped TiO2 allows N719 to bind itself of

the surface easily than Sm3?-doped and bare TiO2

photoanodes, the efficiency table of fabricated DSSCs

(Table 3) shows an increment in efficiency as Gd3?-

doped TiO2[ Sm3?-doped TiO2[undoped TiO2.

6 Conclusion

Sm3?- and Gd3?-doped TiO2 were synthesized with

hydrothermal technique. Morphological and optical

properties of the materials were characterized. After

the elaborate analysis, the prepared anode materials

were converted into electrodes and respective DSSCs

were fabricated. Among the samples, Gd3?-doped

TiO2 exhibited reduced size, 7.74 nm, minimized

bandgap, 2.89 eV, greater absorption of solar light

especially in UV-A, UV-B, and near visible region,

and better efficiency, 5.542%. These results show that

Gd3?-doped TiO2 is an appropriate anode material

for the assembling of DSSC.
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Abstract and figures

Reduced graphene oxide/nickel cobalt oxide (rNiCo) nanocomposites synthesized via one pot hydrothermal procedure were reported.
The X-ray diffraction �XRD� and High Resolution-Transmission Electron Microscopy �HR�TEM� and High Resolution-Scanning Electron
Microscopy �HR�SEM� results demonstrates the formation of rNiCo nanocomposites and their morphology. The rNiCo-30 sample exhibits
large specific surface area 236.548 m2g− 1 along with highly open mesoporous structure. The electrochemical properties are
investigated by employing Cyclic Voltammetry �CV�, Galvanostatic Charge-Discharge �GCD� and Electrochemical Impedance
Spectroscopy �EIS� techniques. The rNiCo-30 sample achieve specific capacitance of 962.96 Fg− 1 at current density 1 Ag− 1, energy
density 308.14 WhKg− 1 and excellent cycling stability �93.5%� for 5000 charge-discharge cycles at 3 Ag− 1. The power density for the
sample rNiCo-30 at different current densities 1, 2, 3, 4 and 5 Ag− 1 are 0.67, 0.76, 0.83, 0.88 and 0.94 KWKg− 1 respectively. The
excellent electrochemical performance of rNiCo-30 electrode attributed to easy diffusion of electrolytes and availability of many
electrochemical active sites. Moreover presence of rGO in the nanocomposite structure offered uniform porous structures which enables
easy flow of electron transportation. These results suggest that prepared electrodes have a great potential for supercapacitor
applications. The synthesized nanocomposites could be used as an electrode material for supercapacitor devices.
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In this paper, Reduced Graphene Oxide (rGO) / ZnFe 2 O 4 (rZnF� nanocomposite is synthesized by a simple hydrothermal method and
employed as a counter electrode �CE� material for tri-iodide redox reactions in Dye sensitized solar cells �DSSC� to replace the traditional
high cost platinum (Pt) CE. X-ray diffraction analysis �XRD� and High resolution Transmission electron microscopy �HR�TEM�, clearly
indicated the formation of rZnF nanocomposite and also amorphous rGO sheets were smoothly distributed on the surface of ZnFe 2 O 4
(ZnF� nanostructure. The rZnF�50 CE shows excellent electro catalytic activity toward I 3 ⁻ reduction, which has simultaneously been
confirmed by cyclic voltammetry �CV�, electrochemical impedance spectroscopy �EIS� and Tafel polarization measurements. A DSSC
developed by rZnF�50 CE �η � 8.71%) obtained quite higher than the Pt (η � 8.53%) based CE under the same condition. The superior
performances of rZnF�50 CE due to addition of graphene in to Spinel �ZnF� nanostructure results in creation of highly active
electrochemical sites, fast electron transport linkage between CE and electrolyte. Thus it’s a promising low cost CE material for DSSCs.
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AQUEOUS ADULTERANTS REMOVAL BY 

PHOTOCATALYSIS CdO/CuO METAL OXIDE 

NANOCOMPOSITE 

M. MAHENDIRAN1, J. J. MATHEN4, S. BHARATHI BERNADSHA3,               

K. MOHAMED RACIK2,3, J. MADHAVAN3, M. JOE RAJA RUBAN 2,3,         

M. VICTOR ANTONY RAJ2, 3*  

For innumerable purposes industries water is indispensable. In the 

recent days adulterants removal from the water is furthered by photocatalytic 

activity (PCA). The photocatalytic activity of CdO/CuO nanocomposite proposes 

it as a significant catalyst. The nanocomposite reacts with dye molecule and 

purifies the adulterants present in the contaminated water. Hydrothermal 

method is adapted to synthesize CdO/CuO nanocomposite. The synthesized 

CdO/CuO nanocomposite powder is characterized by XRD analysis. 

Photoluminescence spectra are useful data for revealing the trapping, 

relocation, and transfer of carriers. The enhancement of the PCA of the obtained 

catalyst is the focus of this work. The CdO/CuO nanocomposite gives the 

efficiency above 90 percent. 

Keywords: CdO/CuO; Nanocatalyst; Contaminated water; Photocatalytic 

activity; Metal oxide; 

 1. Introduction 

Safe and clean water providing system is an inevitable element of 

humanity’s development and sustainability. The Photocatalytic Activity (PCA) 

attracts the researchers over the world, to reduce the colored organic dye present 

in the water.  It is also useful to resolve the problem and to overcome the issues 

related to the energy and the environment [1]. The globe encounters pollution 

which affects environmental cycle especially water and air propelled by various 

pollution emitting industries [2]. At present, the effective elimination of several 

noxious residues from the drainages of the companies remains a big challenge. 

Dyes which are not ecofriendly but sold in market become contaminants.   

The hazardous inorganic pollutants (phenols) like organic impurities (dyes 

and metal ions) are those elements present in wastewater [3, 4].  The different 
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potential organic pollutant elements are Methyl Orange, Rhodamine B, Methylene 

Blue and Orange II diazo inorganic pollutants which are to be removed or 

reduced. Methyl Orange is emerging contaminants organic in nature, which is 

mostly used as a dye material [5, 6]. The uncontaminated habitat and freshwater 

body is needed for the health of the humanity and living beings in water. Hence, 

the elimination of organic contaminants from wastewater is necessary for a 

conducive environment. The eradication of dye molecule from the contaminant 

water involves the breaking of complete conjugated unsaturated bonds in 

molecule. The photocatalytic activity (PCA) degrades the dye contents through 

decolorization or decontamination from the contaminant water. Thus it is 

demonstrated to be the excellent increasing efficient method. The nanocomposite 

has an incomparable role to play in heterogeneous catalysis and it produces 

harmless materials from the dangerous pollutants.  

 2. Materials and Method 

The CdO/CuO nanocomposite is synthesized by a facile and trouble-free, 

hydrothermal method. For this, 0.2M of Cd (CH3COO)2x2.H2O (Cadmium acetate 

dihydrate) and 0.76g of Copper Acetate Dihydrate (Cu (CH3COO)2x2.H2O) are 

mixed in 70mL water which is deionized 0.5g sodium hydroxide was mixed with 

double refined water of 20mL and it is then mingled in drops to the solution under 

continuous stirring for 30 min.  The contents of the perfect solution is then shifted 

to an autoclave and placed in an oven at 140° C for 12h. Through the gradual 

cooling process, the solution reaches its normal temperature. Using water that is 

doubly deionized and ethanol the commodity attained is washed five times and it 

is dried at 80° C for 12 (twelve) hours. The white powder stranded at the base is 

collected and annealed at 500° C for 3hours. Eventually, black colored 

nanocomposite of CdO/CuO nanoparticles is successfully obtained. 

3. Results 

3.1 Size and Strain Analysis 

To find the purity of the crystalline phases of CdO/CuO nanocomposite X-

ray diffraction (XRD) measurement results are plotted in Fig. 1.  The obtained 

peaks in XRD results can be attributed to the cubic phase of CdO (cadmium 

oxide) (JCPDS card no: 05-0640) monoclinic phase of CuO (copper oxide) 

(JCPDS NO. 36-1451). The XRD crests of the CdO/CuO nanocomposite reveals 

that the relatively strong diffraction symbolizes CdO/CuO nanostructures possess 

good crystallinity. Surprisingly, impurity is not identified in the X-ray diffraction 

pattern. The XRD pattern of CdO/CuO shows a sequence of high and low 

intensity peaks.  The Scherrer’s equation measure the crystal size (average) as: 
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βcosθ

kλ
D =                                                      (1) 

D - average crystallites size; K-shape factor (0.94); β – FWHM; θ -Bragg’s 

angle; wavelength of X-ray λ=1.54Å. 41nm is the determined average crystallite 

size of CdO/CuO nanocomposite. Williamson–Hall analysis is simplified into 

integral breadth method that differentiates size, strain induced crests broadening 

by considering the crests width as 2θ function. According to study of this W-H 

exploration the crest width at half maximum intensity (βhkl) is a function of 

crystallites size and the lattice strain equation [7]; 

βhkl = βcrytallite+ βstrain                                                                    (2) 

The broadening accredited to lattice strain in the powders is calculated using 

equation (3) 

βstrain= 4ε tanθ                                                (3) 

Rearranging the equation (2) gives 

βhkl Cos θ=
D

k
+4ε sin θ                                      (4) 

Fig. 2 exhibits the linear fit curve of 4 sin θ vs βhklcosθ. Average size 

(crystal) and dislocation are calculated in the extrapolation and slope obtained as 

43 nm and 0.0031 respectively. Thus, mean size of the crystals is determined by 

W-H method in line with the result obtained in Scherrer’s method. 

 

Fig. 1: X-Ray Diffraction of nanocomposite CdO/CuO 
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Fig. 2: W-H plot of nanocomposite CdO/CuO 

3.2 Morphology Analysis 

The HR-SEM, HR-TEM images EDAX and spectrum SAED of CdO/CuO 

nanocomposite are plotted in Fig. 3 (a, b, c and d). HR-SEM reveals the individual 

spherical Nano flake with a high compact structure. The structure could improve 

the photocatalytic (PC) properties by easing the charge carrier’s transport. The 

obtained average diametrical size is about 35-55 nm. HR-SEM results and 

Scherrer formula, Williamson-Hall plot method confirms the particle size 

achieved from. The EDAX analysis exposes that the elements of CdO/CuO 

nanocomposite are present in the synthesized powder sample. The major elements 

present are cadmium Cd (76.16 wt%), copper Cu (12.35wt%) and oxygen O 

(11.49 wt%). EDAX spectrum is free of unwanted peaks which confirm that the 

composite sample is impurity absent. TEM analysis and SAED pattern clearly 

exhibit that a spherical rod is formed and concentric rings match well with 

CdO/CuO nanocomposite.  

3.3 Optical Studies 

Fig. 4 indicates the UV-Vis spectrum of CdO/CuO nanocomposites. This 

shows a maximum absorption crest at 327 nm which is a violet shift in the 

electromagnetic region. Eg is obtained from Tauc plot (Fig. 5). 
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Fig. 3: Images of a) HRSEM, b) TEM, c) EDAX and d) SAED pattern of nanocomposite 

CdO/CuO 

Based on direct allowed transition type, the optical energy band gap of the 

sample was found using Tauc’s relation [14].Tauc plot graph is drawn with energy 

 against (  in Fig. 5. Deducing the linear portion of the contour to zero 

absorption, the Eg of 3.72 eV is obtained. Excitation of electrons are speeded up 

by the decrease of energy band gap (between VB and CB) exploiting low energy 

which will make available more electron hole pairs and improve the removal of 

the dyes through PC activities.  

3.4 Photoluminescence Analysis 

Photoluminescence spectra reveal the relocation, trapping, and exchange 

of electron carriers. PL emission is highly dependent on the re-combination of free 

carriers (Fig. 6) [15]. The emission crest at 420 nm has been ascribed to the 

changeover between defects (interface traps) at grain boundaries and the valence 

bands lattice defects that are related to vacancy of oxygen [19-21]. The green 

emission crest at 529 nm rises due to recombination of photo-generated hole (h+) 

and singly ionized oxygen. The spectra consist of an acute and strong emission 

band at 486 nm. The near band-edge narrow UV crest located at 408 nm can be 

attributed to direct radiative recombination of excitons and the UV-visible crest at 

420 nm and 446 nm appeared as a result of charge carrier relaxation. 
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Fig..4: UV-Visible Spectrum of CdO/CuO 
 

 
 

 
 

 
 

 

 

 

 

 

 

 

 

 

 

Fig. 5: Tauc Plot of CdO/CuO 

 

It happens due to the occurrence of surface related trap states. In case of 

excitonic PL signals, the lower peak intensity shows the reduction of charge 

carrier recombination. There is a high possibility for diminishing of peak 

intensities due to the presences of very small CuO content in CdO nano flake 

sample, by charge carrier separation, can largely suppress photo-induced electron-

hole recombination [22].  
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Fig. 6: Photoluminescence (PL) spectrum of nanocomposite CdO/CuO 

3.5. Measurement of Photocatalytic Activity (PCA)  

 Fig. 7 shows the experiment of PCA. Methyl orange organic dye is 

taken for the study of PCA of the synthesized sample. To prepare contaminated 
water, methyl orange dye is taken as 0.001g and deliquesces in deionized prepared 

solution is dissolved in catalyst of 0.1g and this mixture is kept in a tightly closed 

dark room and uniformly stirred for 30 min using magnetic stirrer. After 15 min 

the solution is kept under the ultraviolet light source (100W mercury lamp) and 

the suspension was continuously stirred manually. At the interval of 5 min the 

irradiated solution is removed from the suspension. The complete decolorization 

is observed at 75 min. The absorption spectrum of the cleared solution is recorded. 

The collected sample solutions are characterized by UV studies. Degradation 

extent is determined in terms of the changes in intensity at the λmax= 462nm for 

methyl orange. 

The decolorization range is estimated by the equation (5). 

Percentage of Methyl Orange Degradation = 100
Ci

Cf-Ci
                    (5) 

Where, Ci is the initial concentration absorption of each dye, Cf is the final 

concentration absorption of each dye.  

Fig. 8 illustrates the wavelength vs absorbance of CdO/CuO 

nanocomposite. The crystalline size, morphology, optical energy gap increase the 

absorption strength and superior partition of photogenerated electron-hole pairs. 

Hence, photocatalytic (PC) achievement also enriched (Fig. 9).  

This result confirms the contriving mechanism of the methyl orange (MO) 

degradation process on the surface of the CdO/CuO nanocomposite. 

Semiconductor nanocomposite is formed by the combination of two metal oxides 
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which have properly selected values for electronic band potential. The mixed 

nanocomposite consists of two main semiconductors, one is CdO with an energy 

band gap of 2.5 eV and other is 1.7eV. The Semiconductor nanocomposite copper 

oxide has a band gap which is very narrow. This narrow band gap shifts the 

absorption band along the visible light direction and also separates photogenerated 

electron-hole (e-+h+) charge carriers, thus slowing recombination. Zinc oxide and 

copper oxide are applied over the surface which paves way in increased contact 

surface of the catalyst with dye nanoparticles, resulting in oxygen diffusion and 

transport of dye in mass quantity photochemical reaction. The modification of 

zinc oxide with the addition of copper oxide (CdO) increases the wavelength (λ) 

range which increases the efficiency of energy used in the visible light range. The 

CdO/CuO hetero structure helps in separation of generated electron-hole (e-+h+) 

pairs in the presence of photon. Electrons (e-) move from valence band to 

conduction band while leaving holes positive (h+). Because Copper oxide holds 

(CuO) a higher energy band to zinc oxide (ZnO) band and hence conduction band 
and valence bands lie above in CuO (which thermodynamically promote the 

exchange and transfer of excited electrons and holes between them), this behavior 

results in increased ZnO quantum efficiency which is the result of separation of 

carriers in different semiconductors, effectively inhibiting the recombination of 

electron-hole (e-+h+) pairs. After the separation of electrons (e-) and holes (h+), 

reactions of formation of hydroxyl radicals (OH∙) occur, which react with organic 

or contaminate substances in water (H2O) that can be degraded to CO2 and H2O. 

The reaction of photocatalytic mechanism involves a few steps like 

ionization of water, light excitation, absorption of oxygen ion and superoxide 

protonation. When a photon is subjected to illuminate a metal photo catalyst it 

will create an electron hole pairs. At the surface of photon or light got excited 

photocatalyst reduction and oxidation takes place. Then the catalyst particle 

absorbs photon and creates a positive charged h+ reacts with H2O molecule to 

produce radicals. Catalysis reacts with dissolved oxygen to generate O2•
- radical 

ions that are able to degrade methyl orange (MO). Photogenerated electrons (e-) 

can react with molecular oxygen (O) to formless noxious superoxide anion (*O2
−) 

radicals through a minimal process whereas the h+ reacts with H2O or hydroxyl 

ions (OH-) to form the most reactive hydroxyl (*OH) radicals through the 
oxidative process. The electron–hole pairs react with superoxide anions to 

generate hydrogen peroxide (H2O2). The one metal oxide combine with another 

metal oxide has produced more dynamic photocatalytic centre which assist the 

photocatalytic degradation performance. 
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Fig. 7: Schematic diagram of photocatalytic experiment 

 

 

Fig. 8: Absorption graph of CdO/CuO nanocomposite 

 

 

Fig. 9: Decolorization efficiency of CdO/CuO nanocomposite 
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4. Conclusion 

The quality of the crystallite CdO/CuO nanocomposite plays the major 

role in removing the adulterant from the water. Removing adulterant from the 

water will make clean environment. The crystal size and morphology of catalyst is 

examined by X-ray Diffraction HR-SEM and TEM analysis. The nanocomposite’s 

crystallite size is 41nm determined using X-ray diffraction analysis. HR-SEM and 

TEM studies show the morphology as rod spherical and rod flake respectively.  

Band gap of the composite are found by UV-Vis spectrometer. The band gap of 

the nanocomposite has been found as 3.72eV.PL analysis gives the defects of the 

crystallite. This combination gives favorable PCA performance which is 90%. 

This promises the obtained composite is suitable for removing the adulterant from 

the water. 
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Abstract— A Graph G with p vertices and q edges is said 

to be multiplicative labeling based on maximum degree 

graph if the vertices are assigned distinct number 1,2, 

3……, p such that the labels induced on the edges by the 

product of the end vertices divided by its maximum degree 

are distinct. We prove some of the graphs such as Crown 

Graph, Path Graph, Star Graph, Equal Bi-Star Graph are 

multiplicative labeling based on maximum degree graph. 

 

Indexed Terms— Maximum degree, Crown graph, Path 

graph, Star graph, Equal Bistar graph 

 

I. INTRODUCTION 

 

In this paper only finite, simple, connected and 

undirected graphs are considered . A graph labeling of 

G[2] is an assignment of labels to vertices or edges or 

both by following certain rules. Labeling of graph 

plays an important role in application of graph theory 

in neural, coding, circuit analysis etc.  

 

II. DEFINITIONS 

 

2.1 MULTIPLICATIVE LABELING BASED ON 

MAXIMUM DEGREE GRAPH (MLBMD GRAPH) 

 

Let G (V,E) be a graph with p vertices is said to be 

multiplicative  labeling based on maximum  degree if 

we define a bijective mapping 

𝑓: 𝑉(𝐺) → {1,2, … . . , 𝑝} such that label induced on the 

edges  is given by 𝑔: 𝐸(𝐺) → 𝑁  such that 𝑔(𝑢𝑣) =

[
𝑓(𝑢)𝑓(𝑣)

∆
] , where [ ] denoted the integer part, ∆ denotes 

the maximum degree of G.A graph which admits 

above labeling is called multiplicative  labeling based 

on maximum  degree graph (MLBMD graph) 

 

2.2 GRAPH 

A Graph G is a pair 𝐺 = (𝑉, 𝐸) consisting of a finite 

set V and a set E (infinites graphs are also studied, but 

we consider only finite graphs). The elements of V are 

called vertices (points, nodes, junctions or 0-

simplixes) and elements of E are called edges (line, 

arcs, branches or 1- simplexes). The set V is known as 

the vertex set of G and E as edge set of G[3]. 

 

2.3 CROWN GRAPH 

The crown graph [2][4] 𝐶𝑛
+ = 𝐶𝑛 ⊙ 𝐾1 is obtained by 

joining a pendant edge to each vertex of cycle 𝐶𝑛. 

 

2.4 PATH GRAPH 

A path [1][4] is a simple graph whose vertices can be 

arranged in a linear sequence in such a way that two 

vertices are adjacent if they are consecutive in the 

sequence and are nonadjacent otherwise.  

 

2.5 STAR GRAPH 

Star graph [5][6] is a special type of graph in which  n-

1 vertices have degree 1 and a single vertex have 

degree n-1 this looks n-1 vertex is connected to a 

single central vertex. A star graph with total n- vertex 

is termed as 𝑆𝑛. 

 

2.6 EQUAL BI-STAR GRAPH 

The Equal Bi-star EBm,mis the graph obtained by 

joining the apex vertices of two copies of star K1,m  and 

K1,m by an edge. 

 

III. MAIN RESULTS 

 

3.1 THEOREM: 

The Crown Graph 𝐶𝑛
+ is a MLBMD Graph. 

 

PROOF: 

Let { 𝑝1,𝑝2,   … ,𝑝𝑛,𝑝𝑛+1,𝑝𝑛+2,…𝑝2𝑛} be the points of 𝐶𝑛
+ 

The Crown Graph 𝐶𝑛
+ has 2n points and 2n edges. 

The points labeling is constructed as 

𝑓: 𝑃(𝐶𝑛
+) → {1,2, … … ,2𝑛} given by 

𝑓(𝑝𝑖) = 𝑖 , 𝑖 = 1,2, … , (𝑛 + 1) 

𝑓(𝑝𝑛+2) = 2𝑛 

𝑓(𝑝𝑖+𝑛+2) = 𝑓(𝑝𝑖+𝑛+1) − 1  , 𝑖 = 1,2, … … (𝑛 − 2) 



© June 2022 | IJIRT | Volume 9 Issue 1 | ISSN: 2349-6002 

IJIRT 155664 INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 1521 

From the above labeling pattern on points, the edge 

labeling is given by 

𝑔(𝑝𝑖𝑝𝑗) = [
𝑓(𝑝𝑖)𝑓(𝑝𝑗)

3
]  where 3 is maximum degree of 

𝐶𝑛
+ and [ ] denotes the integer part. 

Hence Crown Graph 𝐶𝑛
+ is a MLBMD graph. 

 

3.1.1 EXAMPLE:  

 

 

Fig :1 - 𝐶4
+ 

 

3.1.2 EXAMPLE:  

 

Fig: 2- 𝐶5
+ 

 

3.2 THEOREM: 

The Path Graph 𝑃𝑛 is a MLBMD graph. 

 

PROOF: 

Let { 𝑝1,𝑝2,   … ,𝑝𝑛} be the points of 𝑃𝑛 

The Path Graph 𝑃𝑛 has n points and (n-1) edges 

The point labeling is constructed as 

𝑓: 𝑃(𝑃𝑛) → {1,2, … … , 𝑛} given by 

CASE: 1 (when n is even) 

𝑓(𝑝2𝑖−1) = 𝑖      , 𝑖 = 1,2, … … , [
𝑛

2
] 

𝑓(𝑝2𝑖) =
𝑛

2
+ 𝑖        𝑖 = 1,2, … … , [

𝑛

2
] 

CASE: 2 ( When n is odd) 

𝑓(𝑝2𝑖−1) = 𝑖   ,   𝑖 = 1,2, … . . , (
𝑛 + 1

2
) 

𝑓(𝑝2𝑖) = (
𝑛 + 1

2
) + 𝑖   ,     𝑖 = 1,2, … … , (

𝑛 − 1

2
) 

 

From the above labeling pattern on points ,the edges 

are labeled by 

𝑔(𝑝𝑖𝑝𝑗) = [
𝑓(𝑝𝑖)𝑓(𝑝𝑗)

2
] where 2 is maximum degree of  

Pn and [ ] denotes the integer part. 

Hence Path Graph Pn is a  MLBMD Graph. 

 

3.2.1 EXAMPLE:  

 

Fig: 3- P6 

 

3.2.2 EXAMPLE :  

 

Fig:4 -P7 

 

3.3 Theorem: 

The Star Graph Sn is a MLBMD graph. 

 

PROOF: 

Let {p, p1, p2,….,pn} be the points of Sn 

The star Graph Sn has n+1points and n edges 

 The Point labeling is constructed as 

𝑓: 𝑃(𝑠𝑛) → {1,2, … . , (𝑛 + 1)}given by 

𝑓(𝑝) = 𝑛 

𝑓(𝑝𝑛) = 𝑛 + 1 

𝑓(𝑝𝑖) = 𝑖     𝑖 = 1,2, … , (𝑛 − 1) 

 

From the above labeling pattern on points the edge 

labeling is given by 

𝑔(𝑝𝑖𝑝𝑗) = [
𝑓(𝑝𝑖)𝑓(𝑝𝑗)

𝑛
]where n is the maximum degree 

of Sn and [] denotes the integer part. 

  

Hence star Graph Sn is a MLBMD graph. 
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3.3.1EXAMPLE:  

 

 
Fig: 5 - S4 

 

3.3.2EXAMPLE :  

 

 
Fig: 6 - S5 

 

 

3.4 THEOREM: 

The Equal Bi-Star  EBm,m Graph admits a MLBMD 

graph 

 

PROOF: 

Let {p0,p1,p2,….,pm} and {s0,s1,s2,…..,sm} be the points 

of EBm,m 

The Equal Bi-Star Graph EBm,m has 2(𝑚 + 1) points 

and (2𝑚 + 1) edges 

The point labeling is constructed as 

𝑓: 𝑃(𝐸𝐵𝑚,𝑚) → {1,2, … . ,2(𝑚 + 1)}  given by 

𝑓(𝑝0) = 𝑚 + 1 

𝑓(𝑝𝑖) = 𝑖      𝑖 = 1,2, … … , 𝑚 

𝑓(𝑠0) = 𝑚 + 2     

𝑓(𝑠𝑗) = 2𝑚 + (𝑗 − 1)      𝑗 = 1,2, … . . , 𝑚 

From the above labeling pattern on points, the edge 

labeling is given by  

𝑔(𝑝𝑖𝑝𝑗) = [
𝑓(𝑝𝑖)𝑓(𝑝𝑗)

(𝑚+1)
]  where (m+1) is maximum 

degree of Equal Bi-Star EBm,m and 

 [] denotes the integer part. 

Hence Equal Bi-Star EBm,m Graph is a  MLBMD 

graph. 

 

3.4.1 EXAMPLE: 

 

 
Fig:7- B3,3 

 

3.4.2 EXAMPLE: 

 

 
Fig:8-B4,4 
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