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BUSINESS STATISTICAL DECISION TECHNIQUES 

(COMMON ON B.Com, B.Com (CA) & B.Sc (C/S)) 

PAPER CODE: 

UNIT – I 

                 Matrix: definitions – operations on matrix. Determinant of matrix – inverse of a 

matrix (ad joint method only) – Application: Solving of linear equations – matrix inverse 

method: Cramer’s rule. 

UNIT – II 

    Sequence and series – Arithmetic progression and geometric progression; 

Interpolation: binomial expansion method; Newton’s forward and backward method, 

Lagrange’s method. 

UNIT – III 

     Probability: definition – addition and multiplication theorems – conditional 

and probability – (simple problems only). 

UNIT – IV  

     Linear programming problem – formation of LPP, solution to LPP – 

Graphical simplex method – BIG-M method. 

UNIT – V  

    Transportation problem – North west corner rule (method) – matrix minima 

(or) least cost method – Vogel’s approximation method – Modi method (Modified 

distribution method) or U – V method. 

   Assignment problem – Balanced Hungarian assignment method. 

NOTE: Problem 80%;    Theory 20%  

Text books: 

1. P.A. Navanitham – Business statistics 

Reference books: 

1. Dr.S.P. Gupta; Dr.P.A. Gupta; Dr. Manmohan (Business statistics and operation 

research) 

2. M.R. Vittal – Business Mathematics. 

3. Pillai R.S.N & Mrs. Bagavathi , statistics Sultan Chand & sons, New Delhi 
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UNIT - I 

MATRICES 

Definition of Matrix: Matrix is an arrangement of elements (numbers) in rows and columns. 

The numbers are enclosed by parentheses or brackets or double bars. 

For example,  
5023

1613
3

417

323

150

2

19145

673

951

1 ...



































 

Importance and Uses:  

 As matrix enables compact presentation and facilitates smooth manipulations, it is 

used in many fields of study. 

 It is convenient for computer operations also. 

 The common operations of addition, multiplication, transposition, inversion, etc. are 

possible and simple in matrix algebra. 

 Matrix occupies an important place from ode message to solution of simultaneous 

equations. 

 In statistics (in Design of Experiments, Multivariate Analysis, etc.), in Economics (in 

Social Accounting, Input-Output Tables, etc.), in Commerce (in Linear Programming, 

Allocation of Expenses, etc.), etc. the matrix form is the most convenient one. 

Order of a Matrix: Order of a matrix indicates the number of rows and the number of 

columns of the matrix. The general form, given above is of order ‘m by n’ or ‘m × n’. The 

following matrix is of order 2 × 3. 

For e.g., 








504941

19105
  In 










504941

19105
A a11=5, a12=10, a13=19, a21=41, a22=49, 

a23=50 

Types of Matrices:  

1. Square Matrix: When the number of rows and the number of columns of a matrix are 

equal, the matrix is called a square matrix. 

   For Example, A=

















1095

110

743

is a square matrix of order 3. 

2. Row Matrix: If there is only one row in a matrix, it is called a row matrix or a row vector. 

   Example: A= [ 10, 32, 50]. It is of order 1× 3. 

 

3. Column Matrix: If there is only one column in a matrix, it is called a column matrix or a 

column vector. 

Example:  A = 








10

5
. It is of order 2 × 1. 

 



3 
 

4. Zero or Null Matrix: If all the elements of a matrix are zeros, it is called a zero or a null 

matrix and is denoted by 0. 

Example:   A = 








00

00
. It is of order 2 × 2. 

5. Equal Matrices: Two matrices  ijaA   and  ijbB   are equal (i.e., A=B) if and only if 

(i) they have same order, i.e.,  ijaA   m×n and  ijbB   m×n and 

(ii) the elements at the corresponding places are equal, that is, ija = ijb for every i and 

j. 

Example: If BA
9

6

7

4

5

2
Band

9

6

7

4

5

2
A 

















 ,  

6. Equivalent Matrices: Two matrices A and B of the same order are said to be equivalent if 

one of them can be obtained from the other by elementary transformations.  

It is written as A ̴ B and read A equivalent to B. 

7. Diagonal Matrix: A square matrix all of whose elements expect those in the principal or 

leading or main diagonal are zeros is called a diagonal matrix. 

The matrix A = 





























nn

33

22

11

a...000

.......

.......

.......

0...a00

0...0a0

0...00a

 a diagonal matrix. It is written also as 

 nn2211 a....aadiag.A   

Example 



















1000

060

005

A i.e., A= diag (5, 6, 10) is a diagonal matrix. 

8. Scalar Matrix:  A diagonal matrix in which all the elements in the diagonal are equal is 

called a scalar matrix. 

The matrix A = 





























a...000

.......

.......

.......

0...a00

0...0a0

0...00a

 is a scalar matrix. It is written as A= diag. (a a a….a).  
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9. Unit Matrix or Identity Matrix: A square matrix whose diagonal elements are 1 (unity) 

each and non diagonal elements are zeros is called a unit matrix or a identity matrix and is 

denoted by alphabet I. 



























100

010

001

Iand
10

01
I 32  

10. Symmetric Matrix: A square matrix such that aij = aji for all i and j is called a symmetric 

matrix. i.e., A1=A where A1 is the transpose of A and it has been defined under ‘Matrix 

Operations I’. 

Example: 





















139

307

975

A  

11. Skew Symmetric Matrix:  A square matrix such that aij = - aji for all I and j is called a 

skew symmetric matrix. That is, A1 = -A. 

Example: 





















039

307

970

A  

12. Triangular Matrix: Triangular matrices are of two kinds, viz., upper triangular matrix 

and lower triangular matrix. A matrix A = (aij)mxn is an upper triangular matrix is aij = 0 for 

i > j. 

Example: 



















3200

15140

975

A  



















0332319

0093

0005

B are upper and lower triangular 

matrices respectively. Triangular matrix need not be a square matrix. 

13. Sub-Matrix: A matrix obtained by deleting one or more rows or one or more columns is a 

sub-matrix of a given matrix. 

For Example: if 









41

15

19

10

6

9
A  is a given matrix. 

 

14. Orthogonal Matrix: A square matrix A is said to be an orthogonal matrix if  

  A1 A = A A1 = I. 

15. Non-Singular Matrix: A Square matrix A is said to be non-singular if 0A  . 

A  Denotes determinant A and the definition of a determinant is to be seen later. 

A square matrix A is said to be singular if A =0. 

Matrix Operations- I 

1.(i) Addition: If A=(aij)mxn and B=(bij)mxn, their sum, A+B=(aij + bij)mxn. Two matrices of the 

same order are said to be conformable for addition. That is, two matrices can be added if and 

only if they are of the same order. Elements at identical positions are to be added. 
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Example 1:  If 









10

9

5

6

3

4
A and B.A theFind

3

1

7

0

4

5
B 














  

Solution: 
    
































7

8

2

6

7

9

310

19

7-5

06

43

54
=B+A  

1.  (ii) Subtraction: If A=(aij)mxn and B=(bij)mxn, their sum, A-B=(aij - bij)mxn. Two matrices of 

the same order are said to be conformable for Subtraction. That is, subtraction is defined if 

and only matrices are of the same order. Elements at identical positions are to be subtracted. 

 

Example 2:   If 









10

9

5

6

3

4
A and B.-A theFind

3

1

7

0

4

5
B 














  

Solution: 
    






















 13

8

12

6

1

1

3-10

1-9

7--5

0-6

4-3

5-4
=B-A

 
 

Note: BA
13

8

12

6

1

1

103

9-1

5-7-

6-0

3-4

4-5
=A-B 



























 

 

Example 3:   If 



















8  

6-

0  

7-

5  

1-

2  

3-

4  

A and B.-AandBA theFind

3

2

1

4  

2

0   

3  

5  

1-

B 



















 

Solution:  

  















































5111

878

115

BAand

1135

432

113

BA  

 

2. Scalar Multiplication:  Scalar is a real number in the context of matrix operations. To 

get a scalar multiple of a matrix, every element of the matrix is to be multiplied by the scalar. 

If K is a scalar and A is a matrix, their product is KA which a scalar multiple of A.  

E.g.,   If 

































































3628

208

160

4Aand

2721

156

120

3A,

97

52

40

A  

Example 4: If







































726

524

213

Band

461

974

532

A , Show that 5(A+B)=5A+5B. 

Solution: From the given matrices A and B, 

    (1)................

552035

704540

352025

BA5and

1147

1498

745

BA



































  
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 ..(2)..........

552035

704540

352025

5B5Aand

351030

251020

10515

5B

20305

453520

251510

5A























































  

Hence, from (1) and (2),    5(A+B) = 5A+5B. 

Example 5: If 



























4514

a26
Cand

92

b4
B,

a2

53
A find a and b when 2A+5B = C. 

Solution: From the given matrices A, B, and C, 

  































2a4514

5b1026
5B2Aand

4510

5b20
5B,

2a4

106
2A  

 2A+5B = C gives 





















4514

a26

2a4514

5b1026
 

    10+5b = a     ……….. (1) and   45+2a = 45 …………. (2) 

    from (2), a = 0  and  so from (1), b = -2. 

Example 6: If 


















127

51
Band

34

19
A , find the matrix X such that 3A+5B+2X=0. 

Solution: From the given matrices A and B, 


















6035

255
5Band

912

327
3A  

 Let 










































00

00

2d692c47

2b282a32
gives02X5B3A.

2d2c

2b2a
2X.

dc

ba
X  

   32+2a=0; 28+2b=0; 47+2c=0; 69+2d=0 

   a = -16; b = - 14; c = -23.5; d = -34.5 

 













34.523.5

14.016.0
X   

3. Multiplication: If A = (aij)mxp and B = (bij)nxp, their product AB is a matrix C = (cij)mxn 

where 

  Cij = ai1 b1j + ai2 b2j +……. + aip bpj for all I and j. 

Hence, the product AB is defined or A is conformable to B for multiplication if and only if 

the number of columns of A is equal to the number of rows of B. 
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Example 7: If  

13

31

2

1

4

Band653A




















  

      29266543AB 11    

 

Example 8: If  

23

31

9

1

6

0

74

Band532A






















  

     6222951372650342AB   

 

Example 9: Examine whether AB = B and BA = A, given 






















63

42
Band

13

24
A  

Solution: 
   
   

A
1230

820

16233643

14223442
AB 

























  

 

4. Transpose: Let A be a matrix of order nm . The transpose of A is denoted by A1 or At. 

It is of order mn . It is obtained by writing the first row of A as the first column, the second 

row of A as the second column and the last row of A as the last column. 

Example 10: If .Athefind,
191410

951
A 1









  

Solution: 



















199

145

101

A1
 

Example 11: Verify that BT AT = (AB)T when 





























11

02

21

Band
0

2

1

1

2

1
A  

Solution: From the given matrices A and B. 

   1
44

41
ABand

02

11

21

A,
1

1

0

2

2

1
B TTTT


































 
  

    2
44

41
ABand

44

41
AB

T

















  

From (1) and (2), BT AT = (AB)T 

5. Properties: 

(a)  Addition of Matrices. 

(i)       Commutative. If A and B matrices of the same order A+B = B+A 
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(ii) Associative. If A, B, and C are matrices of the same order, (A+B)+C = A+(B+C) 

(iii) Distributive with respect to scalar.    k(A+B) = kA+kB 

(iv) Existence of identity. The null matrix O of the order of A is the additive identity of 

A. It exists and  A+O = A = O+A 

(v) Existence of inverse. –A is the additive inverse of A. A+(-A) = 0 =(-A)+A 

(vi) Cancellation law. If A, B and C are matrices of the same order, A+C = B+C 

implies A = B 

(b) Multiplication of Matrices. 

(i) Not Commutative. For two matrices A, and B, AB and BA might have been defined 

but they need not be equal. i.e., BAAB   sometimes. 

(ii) Associative. If ABC is defined, ABC = (AB)C = A(BC) 

(iii) Multiplication is distributive with respect to addition. If A,B and C are matrices 

of order mxn, nxp and nxp respectively, A(B+C) = AB+AC 

If A, B and C are matrices of order mxn, mxn and nxp respectively, (A+B)C = 

AC+BC. 

(iv) Existence of identity. If A is a square matrix of order n, In is the identity matrix. 

  AIn = A = In A 

For the rectangular matrix A whose order is mxn AIn = A and Im A = A 

(v) Existence of inverse. If A is a square matrix of order n and non singular, there exists 

a square matrix B of order n such that        AB = In = BA 

B is the inverse of A. Similarly, A is the inverse of B. 

(vi) AB = 0 (null matrix) does not imply A = 0 or B = 0 or both  

(vii) If A is of order mxn, the null matrix O of order nxm gives AO = Omxm   and  OA = 

Onxn AB = AC does not imply B = C 

(c) Transpose. 

(i) The transpose of a matrix is the original matrix itself. (A1)1 = A 

(ii) The transpose of the sum of matrices is the sum of the transpose of the individual 

matrices.  (A+B)1 = =A1+B1 

(iii) (KA)1 = KA1 where K is a scalar. 

(iv) The transpose of the product of matrices conformable for multiplication is equal to 

the product of the transpose of the individual matrices taken in reverse order. 

(AB)1 = B1A1, (ABC)1 = C1B1A1,….. 

DIFFERENCE BETWEEN MATRICES AND DETERMINENTS 

 

MATRICES DETERMINANTS 

 Number of rows and number of 

columns can be equal or unequal. 

be equal or unequal 

 Number of rows and number of 

columns are equal. 

 equal  Elements are enclosed by brackets or 

           parentheses or double bars. 

 Elements are enclosed by pair of 

vertical lines 

 (bars)  A matrix has no numerical value.  A determinant has a numerical value 

 Matrices are arrangements. By 

interchanging two elements in a 

matrix a new matrix is obtained. 

 Even after interchanging two 

elements in a determinant, the value 

may remain the same. 
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6. Determinants: With each square matrix A we can associate a determinant which is 

denoted by the symbol A or det. A or .  

For Example:  21
95

61
A

96

51
A 

















  

Example 1: 

The value of a first order determinant is the single element itself. 

e.g: 13130;05;5   

Example 2: The value of a second order determinant: 

e.g., 
bc.ad

dc

ba


 

Example 3: Find the determinant. 

141436
34

16


  
  268

13

28




 

Example 4: Find the value of a third order determinant: 

111

132

123




 

Solution: Expansion by the first row: 

 
 

11

32
1

11

12
2

11

13
3

111

132

123










 

      17113243 
 

Example 5: Find the value of the determinant B = 

641

036

213 
 

Solution: Expansion by the third column. 

    501460172
35

13
6

41

13
0

41

35
2B 







 

 

Example 6: Find the value of the determinant A = 

127

312

743
 

Solution:  

      823719-45-3
27

12
7

17

32
4

12

31
3B 
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Properties of Determinant: 

(i) The value of a determinant remains unchanged if rows are changed into columns.  

This means
'AA 

 

(ii) If any two adjacent rows (or columns) of a determinant are interchanged, the value 

of the determinant remains the same but the sign changes. 

333231

232221

131211

323331

222321

121311

333231

232221

131211

333231

131211

232221

aaa

aaa

aaa

aaa

aaa

aaa

aaa

aaa

aaa

aaa

aaa

aaa





















 

(iii) If any two rows (or columns) of a determinant are identical, the value of the 

determinant is zero. 

0;0

323231

222221

121211

333231

131211

131211



aaa

aaa

aaa

aaa

aaa

aaa
 

(iv) If the elements of a row (or column) are multiplied by a constant K, the value of 

the determinant gets multiplied by K. 

333331

232221

131211

333231

232221

131211

333331

232221

131211

Kaaa

Kaaa

Kaaa

aaa

aaa

aaa

K

aaa

aaa

KaKaKa


 

(v) If every element of a row (or column) is zero, the value of the determinant is zero. 

0
0

0
0

00
:

22

121211


a

aaa
Ex

 

 

Cramer’s Rule or Determinant Method: 

 Cramer’s rule [named in honor of Swiss Mathematician] G. Cramer (1704-1752) is 

based on determinants. It is used for solving a system of linear simultaneous equations. 

It matrix form, it is AX = C where  























































3

2

1

333

222

111

d

d

d

C;

z

y

x

X;

cba

cba

cba

A
 

By Cramer’s rule, 
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A

A
z,

A

A
y,

A

A
x

zyx


 

 

Example 7: Solve the following equations by Cramer’s rule. 

3x + 2y = 8 

5x – 3y = 7 

Solution: Given equations in matrix form: AX = C 

Where,  































7

8
C,

y

x
X,

35

23
A

 

 

 

 

198573
75

83
A

and382738
37

28
A

192533
35

23
A

y

x













 

By Cramer’s rule, 

1
19

19

A

A
yand

2
19

38

A

A
x

y

x













 

 

Example 8: Use determinants and solve. 

  

5
b

1

a

3

4
b

2

a

1





 

Solution:  Let 
b

1
xand

a

1
x 21   

The given equations become, 

 x1 + 2x2 = 4 

 3x1 – x2 = 5 

i.e., AX = C where 





























5

4
Cand,

x

x
X,

13

21
A

2

1
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 

 

74351
53

41
A

and142514
15

24
A

72311
13

21
A

y

x













  

By Cramer’s rule, 

1
7

7

A

A
yand

2
7

14

A

A
x

y

x













 

 

1bor1
b

1
and

2

1
aor2

a

1
  

Example 9: Solve the following system of simultaneous equations by Cramer’s Rule: 

 2x + 3y +3z = 22 

   x -    y +  z =   4 

   4x + 2y - z =    9 

Solution: Given: AX = C where 






















































9

4

22

Cand,

z

y

x

X,

124

111

332

A  

       

and68

129

114

3322

A

311-4-21314-11312112

24

1-1
3

1-4

11
3-

12

11
2

124

111

332

A

x 

















 

119

924

411

2232

A

63

194

141

3222

A

z

y








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By Cramer’s Rule,   

31

119

A

A
z

31

63

A

A
yand

31

68

A

A
x

z

y

x







 

Minor and Cofactor: Minor of an element of a determinant is the value of the lower order 

determinant obtained by deleting the row and the column which contain the element. The 

minor of the element aij is denoted by Mij. 

The element of 
22

11

ba

ba
 together with their minors and cofactors are found below: 

Element         Minor  Cofactor 

   a1        22 bb          b2 

   b1        22 aa         -a2 

   a2        11 bb         -b1 

   b2        11 aa           a1 

The minors of the first and the last elements are cofactors also. For others, the sign is 

changed. 

Example 10: Find the minors and Cofactors of all the elements of 
05

23
 

Solution:  

Element         Minor  Cofactor 

     3        0             0 

     2      5           -5 

     5        2           -2 

     0        3              3 

Example 11: Find the minors and Cofactors of all the elements of 
03

51


 

Solution:  

Element         Minor  Cofactor 

     1        0             0 

     5             -3            3 

    -3        5           -5 

     0        1              1 

Example 12: Find the minors and Cofactors of all the elements of 

942

310

765



  
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Solution:  

Element                              Minor     Cofactor 

     5         213491
94

31



                     21 

     6                      63290
92

30





              6 

     7         21240
42

10



              2 

     0       267496
94

76
          -26               

      1         597295
92

75



         59   

     -3         326245
42

65



         -32 

         -2         257136
31

76



        -25 

      4         157035
30

75



           15 

           9       56015
10

65
               5 

Ad joint Matrix: The ad joint matrix of a square matrix A is denoted by adjA. It is obtained 

from A after writing the transpose of A (ie.A1) first and then replacing every element in A1 by 

its cofactor. Ad joint of A is the A is the transpose of the cofactor matrix of A also.  





































333231

232221

131211

333231

232221

131211

aaa

aaa

aaa

AWhen

AAA

AAA

AAA

AAdj  

Once of the important properties of adj A is 

       A.AadjIAAadj.A   

Example 13: Find the ad joint of 
03

51
A


  

Solution: 






 








 


13

50
Aadjand

05

31
A1  

 

Example 14: Find the ad joint of 
31

21
A   

Solution: 


















11-

2-3
Aadjand

32

11
A1    

Example 15: If 

























381

142

102

A , show that A. (Adj A) = 3IA . 
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Solution:  













































81620

055

4820

AAdj;

311

840

122

A1
 

      2020150202A   

 






































































2000

0200

0020

81620

055

4820

381

142

102

AAdjA.  

        = 3IA

100

010

001

20 

















   

Example 16: Find the (i) Minor  (ii) Cofactor  (iii) Adjoint and (iv) determinant of the matrix 



















121

352

213

A  

Solution:   

(i) Replacing every element by its minor: 





















1357

513

111

  

(ii) (Minors with appropriate signs) Cof: 























1357

513

111

  

Adjoint = 























1351

511

731

  

(iii) 

      4121113

542321653

121

352

213

A




 

 

 

 

 



16 
 

Matrix Operations – II  

Inverse of a Matrix: The inverse of a matrix A is denoted by A-1.A-1 is unique. A-1 

exists if and only if A is non – singular. i.e., 0.A   Further, (A-1)-1 = A. i.e., inverse of the 

inverse is the original matrix itself. 

 Aadj
A

1
A 1- 

 

Remarks: 

(i) A rectangular matrix does not possess an inverse. 

(ii) 11 A.A IA.A    

(iii)   111
A.BB .A 

  

(iv)  Aadj
A

1
A 1-   

Example 17: Find the inverse of 








dc

ba
 

Solution: Let bcadA.
dc

ba
A 








  





































 

ac

bd

bcad

1
Aand

ac

bd
Aadj,

db

ca
A 11  

Example 18: Find the inverse of 









53

22
A  

Solution: Let 42352A.
53

22
A 








  












































 

0.500.75-

0.50-1.25

23

25

4

1
Aand

23

25
Aadj,

52

32
A 11  

Example 19: Find the inverse of the matrix 























760

543

101

A  

Solution: 





















751

640

031

A1
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Element                              Minor     Cofactor 

      1           26574
75

64





                       2 

     3                        66170
71

60





               6 

     0         44150
51

40



               4 

     0         210573
75

03



          21               

      4           70171
71

01



          -7   

     -6         83151
51

31



            -8 

         -1         180463
64

03



          -18 

      5         60061
60

01



            6 

          -7       43041
40

31
              4 

Based on the first row,    2018121021A   

 






































 

4618

8721

462

20

1
Aadj

A

1
A;

4618

8721

462

Aadj 1
 

 

 

Example 20: If 10A - 50I = 0 and 



















500

050

005

A find A-1. 

Solution: Consider 10A – 50I = 0. Post multiplying by A-1, 10A .A-1 – 50I .A-1 = 0. 

  

i.e., 10I - 50A-1 = 0  
111 AA.II;A.A    

 

  -50A-1 = -10I  

  





































0.200

00.20

000.2

100

010

001

0.20.2IA 1
 

 
11 A.A IA.A    and hence A-1 is correct. 
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Example 21: Show that 



















122

212

221

A satisfies the equation A2 – 4A – 5I = 0 where I is the 

identity matrix and 0 denotes the zero matrix. Hence find the inverse of A. 

Solution: 





















































988

898

889

122

212

221

122

212

221

A.AA2
 

A2 – 4A – 5I = 







































































000

000

000

500

050

005

488

848

884

988

898

889

 

Post multiplying both sides of A2 – 4A – 5I = 0 by A-1 

A2. A-1 – 4A . A-1 – 5I . A-1 = 0.A-1 

            A – 4I – 5A-1 = 0 

                       -5 A-1   = - (A – 4I) and  

   A-1 =  4IA
5

1
  

       




















































400

040

004

122

212

221

5

1
 

       















































604040

406040

404060

322

232

223

5

1

...

...

...

 

11 A.A IA.A    and hence A-1 is correct. 

Example 22: Show that the matrix 

























211

121

112

A  satisfies the equation A3 – 6A2 + 9A-

4I = 0. Hence deduce the value of A-1. 

Solution: 







































































655

565

556

211

121

112

211

121

112

A2
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





































































222121

212221

212122

655

565

556

211

121

112

A.AA 23  

6A2 = 















































363030

303630

303036

655

565

556

6  

9A = 















































1899

9189

9918

211

121

112

9  

4I = 



































400

040

004

100

010

001

4  

 4I9A6AA 23  

0

400

040

004

1899

9189

9918

363030

303630

303036

222121

212221

212122



























































































 

Post multiplying 123 Aby04I9A6AA  , 

1111213 0A4I.AA.9AA.6AA.A    

   A2 – 6A + 9I – 4A-1 = 0  

   -4A-1 = - (A2 – 6A + 9I) 

   

















































































900

090

009

1266

6126

6612

655

565

556

4

1
A 1

 

      












































0.750.250.25

0.250.750.25

0.250.250.75

311

131

113

4

1
 

11 A.A IA.A    and hence A-1 is correct. 

Solving Simultaneous Linear Equation by Inverse Matrix: 

The given system or equations is to be expressed in the matrix form AX = C where A 

– coefficients matrix, X – unknowns column vector and and C – constants column vector. 
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From A, A-1 is to be found out. C is to be premultiplied by A-1. Then, from X = A-1C, the 

values of the unknowns are to be determined. 

 The correctness of the answer can be verified as seen under Cramer’s Rule. 

Example 23: Solve the equation by matrix method: 

  3x+2y = 14 

  3x+3y = 18 

Solution: Given equations in matrix form: 

 AX = C where the coefficients matrix 









33

23
A , the unknowns column vector 











y

x
X  and the constants column vector, 










18

14
C  

   






















33

23
Aadj,32333A,

32

33
A  and 

   
















33

23

3

1
Aadj

A

1
A  

  





































 

4

2

18

14

33

23

3

1

y

x
givesCAX 1  

  x = 2 and y = 4 

Example 24: Using matrix inversion method, solve the following system of equation: 

  2x – y +3z = 1 

     x + y + z = 2 

     x - y +  z = 4 

Solution: Given equations in matrix form:  

   













































112-

110

322

Aadj;

111

111

312

A 1
 

     2230122A   

 















































1.50.51

0.50.50

211

31 2-

110

4-22

2

1
Aadj

A

1
A 1
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











































































 

6

1

9

4

2

1

1.50.51

0.50.50

211

z

y

x

givesCAX 1  

  x = 9, y = -1 and z = -6 
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UNIT - II 

SERIES 

Sequence: 

 A set of numbers arranged in a specific order is a sequence. Each number in the 

sequence is called a term. Generally sequence is written as; 

u1, u2, u3, ….. 

u1, u2, and u3 are the first, second and third terms of the sequence respectively. The following 

are some of the examples of sequences. 

(i) 1, 5, 9, ……………………… 

(ii) 2, 6, 18, …………………….. 

(iii) -7, 49, -343, ……………….. 

Series: 

When the successive terms of a sequence are connected by plus or minus signs, the sequence 

is called a series. 

For examples, 

(i) u1+ u2+ u3+ ………. 

(ii) 1+ 5+ 9 +…………. 

(iii) -7+49-343+………. 

A series is called a finite series if it contains finite number of terms. It is called an infinite 

series if it contains infinite number of terms. Two important types of series, namely, 

(i) Arithmetic series or Arithmetic Progression (A.P.)  

(ii) Geometric series or Geometric Progression (G.P.) and 

(iii) Harmonic series or Harmonic Progression (H.P.)  

Arithmetic Progression (A.P): 

 If the successive terms increase and decrease by a constant (quantity), the series is 

called Arithmetic Progression. That constant quantity is called the common difference. 

  e.g.  2, 7, 12, ……is an A.P. 2 is the first term while 5(7-2=12-7) is the 

common difference. The ‘a’ is the first term and ‘d’ is the common difference respectively. 

 a+ a+d, a+2d, …… is the standard form of an A.P. 

When d is positive, the series is an increasing A.P. The series is a decreasing A.P. when d is 

negative. 

In this, nth term, denoted by tn, is the general term is defined by, 
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Example 1: The fourth and seventh terms of an A.P. are 3 and 36. Find the A.P. and its 15th 

terms. 

Solution:   4th term   a+ 3d =   3                   (1) 

              7th term   a+ 6d = 36                   (2) 

   (-)  (-)      (-) 

      

          - 3d = -33 

    d= -33 

          - 3 

 

     

 

By substituting in (1),  a+ 3d = 3 

    a+ 3 (11) = 3  

    a+ 33 = 3 

    a = 3 – 33 

a = -30 

       

Hence, the A.P. is -30, -30+11,  -30+2(11) 

 

That is, -30, -19, -8, …….. is the A.P. 

 

The 15th term, t15 = a+ 14d 

       = -30+14(11) 

       = 124 

 

Example 2:  In an Arithmetic series, the seventh and the ninth terms are respectively 16 and 

20. Find the nth term. 

 

Solution:         t7:       a+ 6d  = 16                    (1) 

                    t9:       a+ 8d  = 20                    (2) 

                           (-)  (-)      (-) 

      

                                  - 2d = -4 

    d= -4 

          -2 

 

    

  

By substituting in (1),  a+ 6d = 16 

tn= a+ (n-1) d 

d= 11 

d= 2 



24 
 

    a+ 6 (2) = 16  

    a+ 12 = 16 

    a = 16 – 12 

a = 4 

      

Hence, the nth term,   tn =  a+ (n-1) d  

                =  4+ (n-1) 2 

     =  4+ 2n-2 

tn  =  2+2n 

 

Example 3:   The sum of three numbers in Arithmetic Progression is 24 and their product is 

440. Find the numbers. 

 

Solution:  Let the three numbers be a-d, a, a+d. 

Given :  (a-d) + a + (a+d) = 24 

  a-d+a+a+d = 24 

      3a = 24 

             a = 24/3    

a = 8 

 

Also given :  (a-d). a. (a+d)  = 440 

 By (1), this becomes, (8-d). 8. (8+d)  =  440 

                   (8-d) (8+d)  = 440/8 

                   (8-d) (8+d)  = 55 

          64 – d2   = 55 

                  d2   = 64-55 

                   d2   = 9 

                   d   = 9  

                   d   3  

Case 1: a=8 and d=3. The three numbers are 5, 8, and 11. 

Case 2: a=8 and d= -3. The three numbers are 11, 8, and 5. 

 

Example 4:  Find three numbers in A.P. whose sum is 12 and the sum of whose cubes is 408. 

 

Solution:  Let the three numbers be a-d,  a and a+d 

 

Given  : (a-d)  + a +  (a+d)       =  12 

    a-d+a+a+d      =  12 

        3a      =  12 

                   a      = 12/3    

a     =      4 

 

                  Also given          (a-d)3  + a3 +  (a+d)3       =   408                 

By (1), this becomes, (4-d)3. 43. (4+d)3   =   408 
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  (a-b)3   =  a3-3a2b+3ab2-b3 

(a+b)3  =  a3+3a2b+3ab2+b3 

    43-3. (4)2d+ 3.4d2 –d3 + 43 + 43+3. (4)2d+ 3.4d2+d3    =    408 

      64+12d2+64+64+12d2    =    408 

        192+24d2       =    408 

                24d2     =    408-192 

                24d2     =    216 

                    d2     =    216/24 

                    d2     =    9 

        d      =    9  

         d      =    3  

Case 1: a=4 and d=3. The three numbers are 1, 4, and 7. 

Case 2: a=4 and d= -3. The three numbers are 7, 4, and 1. 

 

Example 5: 

If 
ba

1
,

ac

1
,

cb

1


 are in A.P. Prove that a2, b2, c2 are also in A.P. 

Solution: If a2, b2, c2 are to be in A.P., b2-a2 =c2-b2 is to be true. 

Given:   
ba

1
,

ac

1
,

cb

1


are in A.P. 

   
ac

1

ba

1

cb

1

ac

1











 

i.e.,   
   
   

   
  acba

baac

cbac

accb









 

  
     acba

baac

cbac

accb









 

i.e.,    
     acba

bc

cbac

ab









 

Multiplying both sides by (c+a)  (b+c) (a+b) 

     
)b+(a c)+(b  a)+(c

acba

bc
b)+(a c)+(b  a)+(c

cbac

ab










  

= (b-a) (a+b) = (c-b) (b+c 

Hence,   b2 - a2 = c2 - b2 are in A.P. 
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Formula for the sum of the first n terms of an A.P.: 

     Nnd1n2a
2

n
Sn   

Example 6: Find the sum of the following series. 

i) 8+13+18+….. Up to 23 terms. 

ii) 3
1

4
+ 5

1

2
+ 7

3

4
+ ⋯ 23

1

2
 

iii) 40+36+32+……+0 

Solution: (i) The given series is an A.P. where, common difference, d= 13-8 = 5 

a is first term, a = 8, n=23 

  d1n2a
2

n
Sn   

        512382
2

23
  

 = 11.5 [16+ (22) 5] 

 = 11.5 [16+110] 

 = 11.5 [126] 

 = 1449 

(ii) The given series is an A.P. where, common difference, 

2.25
4

1
2

2

1
5

4

3
7

4

1
3

2

1
5d   

a is first term, 253
4

1
3a .  Assuming 

2

1
23 as nth term, 

tn= a+ (n-1) d = 23.5 

i.e.,  3.25 + (n-1) 2.25 = 23.5 

            (n -1) 2.25 = 23.5 – 3.25  = 20.25 

            (n - 1)  = 20.25 / 2.25  = 9 

  i.e., n = 9+1 = 10 

Required sum is given by   1a
2

n
Sn   

    =   133.7523.53.25
2

10
  

(iii) The given series is an A.P. where, common difference, d= 36-40 =32 – 36 = -4 
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a is first term, a = 40. Assuming 0 as nth term, 

tn=  a+ (n-1) d  = 0 

i.e.,    40+ (n-1) (-4) = 0 

    (n-1) (-4)  = 0 – 40     = -40 

    (n-1)   = -40 / -4   = 10 

ie.,       n = 10 + 1    = 11 

Required sum is given by   1a
2

n
Sn   

    =   220040
2

11
  

Example 7: If S1, S2, and S3 be respectively the sum of the first n, 2n and 3n terms of an 

A.P., Prove that S3 = 3 (S2 – S1). 

Solution:    By substituting the values of n in  

                                   d1n2a
2

n
Sn  , we get 

                                   d13n2a
2

3n
S3   

                                              















 d

2

1
n

2

3

2

2a
3n  

                    nd
2

3
dn

2

9
3na 2   …………… (1) 

              d12n2a
2

2n
S2   

      















 d

2

1
n

2

2

2

2a
2n  

      nd
2

2
dn

2

4
2na 2   

      ndd2n2na 2    …………..…. (2) 

  d11n2a
2

1n
S1   
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     















 d

2

1
n

2

1

2

2a
n1  

       nd
2

1
dn

2

1
na 2   ……….…… (3) 

(2) – (3) is mutipiled by 3 

3 (S2-S1) = 3 ( ndd2n2na 2  - nd
2

1
dn

2

1
na 2  ) 

       = 3 (na+ nd
2

1
dn

2

3 2  )  

       = 3na + nd
2

3
dn

2

9 2   

 S3 by (1). 

Example 8: The first and the last terms of an A.P. are -4 and 146 and the sum of the A.P. is 

7171. Find the number of terms in the A.P. and the common difference. 

Solution: We know that   1a
2

n
Sn   

Given:  a = -4, 1 = 146  and    Sn = 7171 

i.e.,   1464-
2

n
        = 7171 

  









2

146

2

4-
n        = 7171  

  n[-2+73]       = 7171 

       71n       = 7171 

             n     = 7171 / 71 

No of terms in the A.P.     n     = 101 

By substituting the known values in  tn =  a+ (n-1) d 

         146    = -4 + (101-1) d 

       100d    = -4 – 146 

       100d    = 150 

              d   = 150 / 100 

              d   = 1.5 
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Example 9:  Sum of the first n terms of a series is 3n2 + 6n. Show that it is an A.P. Which 

term of the series is 105? 

Solution:     Given:  Sn = 3n2 + 6n 

        Sn-1 = 3 (n-1)2 + 6n 

       = 3 (n2 – 2n-+1) + 6n – 6 

       = 3n2-6n+3+6n-6 

       = 3n2 - 3 

   tn = Sn – Sn-1  

        = 3n2 + 6n – 3n2 -3 

        = 6n – 3 

By substituting n=1, 2, and 3, we get t1= 9, t2= 15 and t3= 21. As t2 - t1 = t3 – t2, the series is 

an A.P. 

Further, a= 9 and d = 6 

Let                 tn = 105 

i.e.,  a + (n-1) 6 = 105 

  9 + (n-1) 6 = 105 

   (n-1) 6      = 105 – 9  = 96 

   (n-1)        = 96 / 6     = 16 

n     = 16 + 1    = 17 

Hence, 17th term of the given A.P. is 105. 

Example 10:  Mr. X arranges to pay off a debt of Rs.9,600.00 in 48 monthly instalments 

which from an A.P. When 40 of these instalments are paid, Mr. X becomes insolvent and his 

creditor finds that Rs. 2,400.00 still remains unpaid. Find the values of the first three 

instalments paid by Mr. X. Ignore interest. 

Solution:                         As given S48     = 9600 

 i.e.,                        47d2a
2

48
   = 9600 

                        24 [2a + 47d]  = 9600 

                        2a + 47d          = 9600 / 24 

                        2a + 47d           = 400  …………. (1) 

Also given, S40   = 9600 – 2400         = 7200 
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i.e.,   39d2a
2

40
             = 7200  

  20 [2a + 39d]            = 7200 

  2a + 39d            = 7200 / 20 

  2a + 39d   = 360  ……………. (2) 

By subtract (1) – (2) 2a+47d –2a+39d       = 400 - 360 

     8d       = 40 

       d       = 40 / 8 

       d       = 5 

By Substituting in (2), 2a + 39d   = 360 

           2a + 39 x 5   = 360 

           2a + 195       = 360 

     2a = 360 – 195 = 165 

    a   = 165 / 2 

    a   = 82.5 

The first three instalments are a, a+d, 2a+d. i.e., Rs. 82.50, Rs. 87.50 and Rs. 92.50. 

Example 11: A man borrows Rs.1200 at the total interest of Rs. 168. He repays the entire 

amount in 12 instalments each instalment being less than the preceding one by Rs.20. Find 

the first instalment. 

Solution:   Given:  S12 = 1200 + 168 = 1368; n = 12 and d = -20 

To find a consider        Sn =   d1n2a
2

n
  

i.e.,           1368 =   20-1122a
2

12
  

           1368 =   20-112a
2

12
  

             1368 =  2202a6   

             2a – 220 = 1368 / 6 = 228 

  2a = 228 + 220 = 448 / 2 

    a =  224 Hence, the first instalment = Rs.224. 
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Example 12: A person buys National Savings Certificates of value exceeding the last year’s 

purchase by Rs.200. After 10 years, he finds that the total value of the certificates purchased 

by him is Rs.10, 500. Find the value of the certificates purchased by him (i) in the first year 

(ii) in the seventh year. 

Solution: Given: d = 200; n= 10 and Sn =10500 

         Sn =10500 

i.e.,            d1n2a
2

n
 =10500 

                 2001102a
2

10
 =10500 

            20092a
2

10
 =10500 

                18002a5  =10500 

          2a+1800=10500 / 5 

          2a+1800=2100  

         2a=2100 – 1800 

           a=300 / 2 

           a=150 

Seventh year, t7 = a+(n-1) d 

     =150+ (7-1) 200 =150+6 (200)  

  t7=150+1200 = 1350 

(i) The value of the certificates purchased in the first year, a= Rs. 150. 

(ii) The value of the certificates purchased in the seventh year, = Rs. 1,350. 

Example 13: The first term of an Arithmetic Series is 5. The number of terms is 15 and their 

sum is 390. Find the common difference and the middle term. 

Solution: Given: a=15, n=15 and Sn=390. To find d and t8, consider 

  d1n2a
2

n
 = Sn 

                d11552
2

15
 =390 

       d1410
2

15
 =390 
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            
15

2
390d1410    

            
15

2
390d1410   

            
15

780
d1410   

            52d1410   

       14d=52 – 10 = 42 

           d=42 /14  

                  Common difference     d= 3 

The middle term, tn = a+ (n-1) d 

      t8 =5+ (8-1) 3 

       =5+7 (3) 

       =5+21  

    t8=5+21  

    t8=26 

Example 14: Two posts are offered to a person. The first carries a starting salary of Rs.1000 

per month and an annual increment of Rs.40. The second carries a starting salary of Rs.800 

and an annual increment of Rs.50. Assuming that he works for 25 years, which of the two is 

more profitable? 

Solution: For post I, first year salary (a) is 1000x12 = 12000, total increment for one year (d) 

is 40x12=480 and n=25 (years). 

Total salary, Sn =   d1n2a
2

n
  

    =   4801252(12000)
2

25
  

    =   4802424000
2

25
  

    =  1152024000
2

25
  

    =  35520
2

25
= Rs. 4,44,000 



33 
 

For post II, first year salary (a) is 800x12 = 9600, total increment for one year (d) is 

50x12=600 and n=25 (years). 

Total salary, Sn =   d1n2a
2

n
  

    =   6001252(9600)
2

25
  

    =   6002419200
2

25
  

    =  1440019200
2

25
  

    =  33600
2

25
= Rs. 4,20,000 

The first post is more profitable as the total salary is more for that post. 

FORMULA FOR THE SUM OF NATURAL NUMBERS 

 1,2,3,… are called the natural numbers. 1,2,3,….n are the first n natural numbers. 

They are in A.P. with a=1, d=1, 1=n and n=n. 

    Sn = 
 

2

1nn 
 

 

Example 15: Find the sum of the first 100 natural numbers. 

Solution:    

By substituting n=100 in the formula, the sum of the first 100 natural number

0505
2

101100
,


  

Example 16:  Find the sum of all natural numbers between 100 and 1000 which are divisible 

by 13. 

Solution: Between 100 and 1000, 104 and 988 are the first and last numbers divisible by 13. 

Hence the required sum is 104+117+130+…+988. 

 Here, a=104, d=13 and 1=988, 

To find the n, consider   tn=988 

i.e.,      a+ (n-1)d      =988 

  104+ (n-1) 13       =988 
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            (n-1)13       =988 – 104 = 884 

       n - 1      =884 / 13 = 68 

       n – 1     =68  

             n     =68+1 = 69 

   104+117+130+…..+988 =  1a
2

n
  

        =  988104
2

69
  

         =  1092
2

69
 = 37,674 

Example 17: Find the sum of integers from 1 to 100 that are divisible by 2 or 5. 

Solution: Sum of integers from 1 to 100 that are divisible by 2 is 2+4+6+…+100. As a=2, 

1=100 and n=50, their sum, 

   2+4+6+…+100 =  1a
2

n
  

      =  1002
2

50
   = 2550  ……… (1) 

Sum of integers from 1 to 100 that are divisible by 5 is 5+10+15+…+100. As a=5, 

1=100 and n=20, their sum, 

5+10+15+…+100 =  1a
2

n
  

      =  1005
2

20
   = 1050  ……… (2) 

The numbers which are divisible by both 2 and 5 (i.e., 10) have been added in both 

the series. Their sum is to be subtracted once. 

10+20+30+…+100 =  1a
2

n
  

      =  10010
2

10
   = 550  ……… (3) 

(1) + (2) - (3) gives the sum of integers from 1 to 100 that are divisible by 2 or 5 as  

2550+1050-550 = 3050. 
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Arithmetic Means (A.M)  

 If a series of n terms is in A.P., the first and the last terms are called the extremes and 

the intermediate terms are called arithmetic means. 

To insert are A.M  n21 x,....,x,x  between two given numbers 





















 


1n

ab
d

2

ba
A  

  









































1n

ab
naxA.M.,lastnThe

1n

ab
a  xA.M., second The

1n

ab
ax A.M.,first  The

n
th

1

1



 

 

Example 18: Insert one A.M. between 70 and 50 

Solution: Given: a = 70   and b = 50 

Required to find 60
2

5070

2

ba
 =A 





 

Example 19: Insert 5 A.M.’s between 23 and 47 

Solution: Given: n = 5,     a = 23   and    b = 47 

     Common difference, 4
15

2374

1n

ab
 = d 









 

 The five A.M’s between 23 and 47 are 

  27, 31, 35, 39 and 43. 

Geometric Progression (G.P.) 

    If the successive terms increase or decrease by a constant factor, the series is called 

Geometric Progression (G.P). That constant factor is called the common ratio and is denoted 

by r. 

e.g. 7, 42, 252, is a G.P. 7 is called the first term while 6
42

252

7

42
  is called the common 

ratio (constant factor). The alphabets a and r are used to denote the first term and the common 

ratio respectively. 

 a, ar, ar2,….. is the standard form of a G.P. 
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When r > 1, the series is an increasing G.P. The series is a decreasing G.P. when r < 1. 

In this series, nth term, denoted by 1n
n art   

Example 20: If the third and the seventh terms of a G.P. are 2 and 1/8, find the G.P. and its 

tenth term. 

Solution:    Given: t3, ar2 = 2  …….. (1) 

    t7, ar6 =1/8  …….. (2) 

     12  ,       r4   = 1/16 = (1/2)4 

           1/2r   

Case I: By substituting r = 1/2 in (1) 

         a(1/2)2 = 2 

       a = 8 

The G.P. is 8, 4, 2,…. and 10th term, t10 = ar9 = 8 (1/2)9 = 1/64. 

Case II: By substituting r = -1/2 in (1), 

      a (-1/2)2 = 2 

       a = 8 

The G.P. is 8, -4, 2,…. and 10th term, t10 = ar9 = 8 (-1/2)9 = -1/64. 

Example 21: Find the number of terms in geometric series 0.03+0.06+0.12+ …. + 1.92. 

Solution: We find a = -0.03; 2
0.06

0.12

0.03

0.06
r  . Let 1.92 be the nth term. 

               tn = 1.92 

i.e.,   arn-1 = 1.92 

(-0.03) (2n-1)=1.92 

    2n-1 =1.92 / 0.03 = 64 = 26 

Equating the powers,   n-1=6 

       n =7 

Number of terms in the geometric series = 7. 

Example 22: the sum of 3 numbers in G.P. is 35 and their product is 1000. Find the numbers. 

Solution: Let the three numbers be aranda,
r

a
. 
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Given:  3ara
r

a
   ……………….. (1) 

   3ar . a.
r

a
    ……………..… (2) 

      a3 = 1000 = 103 

       a = 10 

Substituting in (1),  3510r10
r

10
  

Multiplying by r,    10 + 10r + 10r2   = 35 

Transposing 35r,    10 – 25r + 10r2   = 0 

i.e.,   10 – 20r – 5r + 10r2   = 0 

  10 (1-2r) – 5r (1-2r)  = 0 

             (1-2r)  (10-5r)     = 0 

      1 – 5r or 10 – 5r     = 0 

           r = ½ or r = 2 

Case I: a = 10 and r = 1/2 -  

The three numbers are 20, 10, 5 

Case I: a = 10 and r = 2 - 

The three numbers are 5, 10, 20. 

Example 23: Find the four numbers forming a geometric progression if the first number 

exceeds the second by 36 and the third number is greater than the fourth by 4. 

Solution: Let the four numbers be a, b, c, d. 

Given:   a = b+36; c = d+4. 

 

  The numbers becomes b+36, b, d+4, d. 

As they are in G.P.,    
b

4d

36b

b 



 

By cross multiplying, b2   = (b+36) (d+4) 

          = bd+4b+36d+144   ……….. (1) 

As they are in G.P.,  
4d

d

36b

b





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By cross multiplying, b (d+4) = d (b+36) 

i.e.,   bd + 4b = bd + 36d 

   bd + 4b – bd - 36d = 0 

       4b = 36d 

         b = 36d / 4 = 9d 

By substituting this in (1), 

  (9d)2 = (9d)d+4(9d)+36d+144 

i.e.,   81d2 = 9d2 + 36d + 36d + 144 

i.e.,   72d2 – 72d – 144 = 0 

Dividing by 72, d2 – d – 2 = 0 

If ax2 + bx +c = 0, x =
2a

4acbb 2 
 

lllly,          d = 
   

12

21411
2




 

            = 
2

31
 

         d = 2 or -1 

When d=2, b=18 and the numbers are 54, 18, 6, 2. 

When d=-1, b=9 and the numbers are 27, -9, 3, 1. 

Example 24: Three numbers form an increasing G.P. If the third number is decreased by 16, 

we get A.P. If then the second number is decreased by 2, we again get a G.P. Find the three 

numbers. 

Solution: Let the three numbers forming an increasing G.P. (r >1) be a, b and c. 

   acbor
b

c

a

b 2      …………. (1) 

It is given that a, b, c-16 form an A.P. 

   
2

16ca
b


  

It is further given that a, b-2, c-16 form a G.P. 

  (b-2)2 = a (c-16) 
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By substituting for the b form (2), 

 16ca2
2

16ca
2












 

i.e.,          (a+c-16-4)2   = 4 (ac-16a) 

   a2 + c2 + 400 + 2ac – 10a -40c = 0  ………… (3) 

By substituting for b form (2), (1) becomes ac
2

16ca
2








 
 

i.e., a2+c2+256+2ac-32a-32c = 4ac 

 a2+c2-2ac-32a-32c+256 = 0 

(3) – (4),  56a-8c+144     = 0 

i.e.,         56a+144  = 8c 

  dividing by 8,  7a+18   = c ………. (5) 

By substituting this value of c in (3), 

a2 (7a+18)2 – 2a (7a+18) +24a – 40 (7a + 18) +400 = 0 

i.e., a2 + 49a2 + 252a + 324 – 14a2 – 36a +24a – 280a – 720 +400 = 0 

i.e.,           36a2 – 40a + 4      = 0 

Dividing by 4,   9a2 – 10a +1       = 0 

   9a2 – 9a –a +1     = 0 

           9a (a-1) -1 (a-1)     = 0 

                   (a-1) (9a-1)     = 0 

             a      = 1; 1/9 

  From 5,            c      = 25; 169/9 

  From 2,             b     = 5; 13/9 

  the three numbers are 1, 5, 25 or 1/9, 13/9, 169/9. 

Example 25: If a, b, c from an A.P AND b, c, a form a G.P. show that 
b

1
,

a

1
,

c

1
   form an A.P. 

Solution: Required to show that 
b

1
,

a

1
,

c

1
 form an A.P. 
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That is 
a

1

b

1

c

1

a

1
  

Multiplying both sides by abc,  

abc
a

1
abc

b

1
abc

c

1
abc

a

1
  

bc – ab = ac – bc 

          2bc = ab+ac   

          2bc = a (b+c)  ………... (1) 

As a, b, c form an A.P.,         2b = a+c   ………... (2) 

As a, b, c form a G.P.,           c2 = ab   ………... (3) 

Multiplying both sides of (2) by c, 2bc = (a+c) c 

        = ac+c2 

        = ac + ab by (3) 

        = a (b+c) Q.E.D. by (1) 

Hence 
b

1
,

a

1
,

c

1
 form an A.P. 

Formula for the Sum of the First N Terms of a G.P. 

Derive the formula to find the sum of n terms in Geometric Progression.  

  
 

1r

1ra
S

n

n



  

Note1: Usually the first form is used when r < 1 and then second, when r > 1. 

1. when r < 1, rn becomes smaller and smaller as becomes larger and larger, when 

0.r,n n   

       The formula becomes   1
r1a

r1

a
S


 


  

Example 26: The first three terms of a G.P. are x, x+3, and x+9. Find the value of x and the 

sum of the first eight terms. 

Solution: As x, x+3 and x+9 are in G.P., 

(x+3)2 = x (x+9) 

i.e.,        x2+6x+9   = x2+9x 
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          x2+6x+9  - x2 - 9x 

    -3x     = -9 

       x    = -9 / -3 = 3 

As the first three terms are 3,6, and 12,  a= 3 and r= 6/3=12/6 = 2 

The sum of the first 8 terms,    
 

1r

1ra
S

n

n



  

    
 

12

123
S

8

8



  = 765 

Example 27: A person is entitled to receive an annual payment which for each is less by one 

tenth of what it was for the year before. If the first payment is Rs.100, show that he cannot 

receive more than Rs.1000 however long he may live. 

Solution:  First payment, a =100. 

Second payment = 100
10

9
  less by one tenth. 

Third payment    = 100
10

9
100

10

9

10

9
2


















  

      

Number of payments is unlimited or  . 

The person is entitled to receive 

     







 .....100

10

9
100

10

9
100

2

 

   = 
10

9
r100;aand

r1

a
S

10

9
1

100






  

   = Rs.100010100

10

1

100
  

Hence, however long he may live, he cannot receive more than Rs.1000. 

Example 28: The first term of a G.P. is 4 while its sum to infinity is 5. Find the sum to 8 

terms. 

Solution:  Given: a = 4; 5S   
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Consider    
r-1

a
S   

By substituting the given values, 

          
r1

4
5


  

i.e.,      1 - r = 80
5

4
.  

           -r = 0.8 – 1= -0.2  or    r=0.2 

Required sum,   
 

r1

r1a
S

n

8



  

           = 
  
0.21

0.214
8




 = 4.9999872 

Example 29:   Find the sum of n terms of the following series: 

(i) 7+77+777+….. 

(ii) .7+.77+.777+….. 

Solution: (i) Required sum, Sn = 7+77+777+….. to n terms 

  

=   termsnto....1111119
9

7
  

=  termsnto....999999
9

7


 

      termsnto......110001100110
9

7
  

=  termsnto.....101010
9

7 32   

= 
 

nn10;r10;an
110

11010

9

7 n


















  

(ii)  Required sum, Sn = 0.7+0.77+0.777+… to n terms  

= 7 (0.1+0.11+0.111+….. to n terms) 

=  termsnto....99909900.9
9

7
 ..  
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=       termsnto....0010101010.1-1
9

7
 ..  

   Sn      =   termsn to ....0.0010.010.1-termsnto....111
9

7
   

 = 
  

nn0.1;r0.1;a
0.11

0.1-10.1
-n

9

7
n















  

 = 
 

9

1

90

10

9

0.1-1
-n

9

7
n














.

.
  

 =    n
0.119n

81

7
  

Example 30: Find the sum of the series 0.7+0.07+0.007+….. to ∞. 

Solution:        Required sum,  to......0.0070.070.7S . 

     = 0.1r0.7;aand
r1

a
S

0.11

0.7






   

     = 
9

7

90

70


.

.
  

Geometric Means (G.M.): If a series of n terms is in G.P., the first and the last terms are 

called the extremes and the intermediate terms are called geometric means. 

   the last  term, (n+2)th , b = arn+2-1 

           r = b / a 

 Common ratio,   r = 
1n

1

a

b 








 

Hence the first G.M.,   G1= ar   = a 
1n

1

a

b 








 

the second G.M.,   G2= ar2   = a 
1n

2

a

b 








 

 

the nth (last) G.M.,   Gn= arn  = a 
1n

n

a

b 








  



44 
 

Example 31: Insert one G.M., between 6 and 294. 

Solution: Required G.M. 422946   

Example 32: Insert 4 G.M’s., between 2 and 6250. 

Solution: Given:  n=4,      a=2,    and   b=6250. 

 Common ratio,  r =   5
2

6250
 

a

b 14

1

1n

1

















 
 

  the 4 G.M.’s G1, G2, G3 and G4 are respectively ar, ar2, ar3, and ar4. i.e., 10, 50, 250, 

and 1250. 

Example 32: Three numbers are in G.P. Their sum is 70. If the extremes be each multiplied 

by 4 and the mean by 5, they will be in A.P. Find the numbers. 

Solution: Let a, ar, and ar2 be the three numbers. 

Given:  a+ar+ar2 = 70    ……….. (1) 

and 4a, 5ar, 4ar2  are in A.P.    

   2
2

2ar2a
2

4ar4a
5ar 


  

         2.5r = a+ar2  

By substituting in (1),    ar+2.5ar = 70 

i.e.,            3.5ar = 70 and ar=20 

       a = 
r

20
   ……….. (2) 

By substituting in (1),   7020r20
r

20
  

Multiplying by r,     20+20r+20r2 = 70r 

i.e.,           20r2-5r+2 = 0 

Dividing by 10,           2r2-5r+2 = 0 

i.e.,          2r2-4r-r+2 = 0 

           2r (r-2) – 1 (r-2) = 0 

       (r-2)  (2r-1) = 0 

   r –2 =0; 2r –1 = 0 

   r  = 2; 1/2 
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From (2) a = 10 when r = 2 

  a = 40 when r = ½ 

Case 1: a=10 and r=2. The three numbers in G.P. are 10, 20 and 40. 

Case 2: a=40 and r=1/2. The three numbers in G.P. are 40, 20 and 10. 

INTERPOLATIONS:  

 Interpolation is an estimation of a value within two known values in a sequence of 

values. Polynomial interpolation is a method of estimating values between known data points. 

(OR) 

A few values of an independent variable (arguments) and the corresponding values of a 

dependent variable (entries), called function, finding the values of the function. 

Corresponding to an intermediate value of the argument is the problem of interpolation. 

EXTRAPOLATION: 

 Extrapolation is an estimation of a value based on extending a known sequence of 

values (or) facts beyond the area that is certainly known. 

MEHTODS: 

1. Graphic method 

2. Algebraic method 

(i) Binomial expansion method 

(ii) Newton’s method of forward differences. 

(iii) Lagrange’s method 

(iv) Parabolic curve method. 

Graphic method: 

Arguments are represented in X axis and entries in Y axis. Corresponding to each pair 

of argument and entry, one point is marked on a graph sheet. 

Graphic method does not involve calculations. It is the simplest method. 

Algebraic method: 

i) Binomial expansion method 

Binomial expansion method is suitable when the entries corresponding to one (or) more 

arguments are missing and all the arguments including those corresponding to which the 

entries are to be found out. It is the simplest algebraic method. It enquires the least time 

for finding the missing value algebraically. It does not involve many calculations. One 

equation is considered and the known values are substituted. By solving the equations, 

an estimate of the missing value is get, 

 Its limitations is that it can be used only for finding one (or) more values of y0, 

y1,y2,…yn if and only if x0, x1,x2,…xn. have equal differences. 

 When there are two missing values, two equations are considered and solved 

simultaneously. 
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One missing method 

EXAMPLE 1:  

 Find the figure of sales for the year 1990 from the data given below. (Use Binomial 

expansion method) 

Year: 1988 1989 1990 1991 1992 

Sales(000): 100 107 - 157 212 

Solution:  

 4 pairs of values are given. Hence, 0464 01234  YYYYY is to be solved. It is 

seen that, 

Year: X0 = 1988 X1 = 1989 X2 = 1990 X3 = 1991 X4 = 1992 

Sales(000): Y0 = 100 Y1 = 107 Y2 = ? Y3 = 157 Y4 = 212 

By the substituting the given values in the above equation. 

4 3 2 1 0

2

2

2

2 2

2

2

4 6 4 0

212 4(157) 6 4(107) 100 0

212 628 6 428 100 0

212 628 6 328 0

6 744 0 6 744

744
124

6

124

Y Y Y Y Y

Y

Y

Y

Y Y

Y

Y

    

    

    

   

   

 

 

 

The sales in 1990 = 124(000) units. 

EXAMPLE 2:  

 Interpolate Y when X = 32 from the following 

X: 30 34 36 38 40 

Y: 340 353 358 364 369 

Solution:  

 After inclusion of 32, the values of X have equal differences. Hence, by Binomial 

method. 

5 4 3 2 1 05 10 10 5Y Y Y Y Y Y     is to be solved as 5 pairs of X and Y are given. It is seen that,  

0 30X   1 32X   2 34X   3 36X   4 38X   5 40X   

0 340Y   1 ?Y   2 353Y   3 358Y   4 364Y   5 369Y   

By substituting  the given values in the above equation, 
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5 4 3 2 1 0

1

1

1

1

1

1

5 10 10 5 0

369 5(364) 10(358) 10(353) 5 340 0

369 1820 3580 3580 5 340 0

5 1741 0

5 1741

1741
348.2

5

348.2

Y Y Y Y Y Y

Y

Y

Y

Y

Y

Y

     

     

     

 



 

 

 

When X = 32, Y = 348.2 

EXAMPLE 3: 

 Interpolate the missing term in the following 

Year: 1987 1988 1989 1990 1991 

Production: 20 30   50 ? 80 

Solution:  

 4 pairs of values are given. Hence  

4 pairs of values are given. Hence, 0464 01234  YYYYY is to be solved. It is seen that, 

Year: X0 = 1987 X1 = 1988 X2 = 1989 X3 = 1990 X4 = 1991 

Sales(000): Y0 = 20 Y1 = 30 Y2 = 50 Y3 = ? Y4 = 80 

By the substituting the given values in the above equation. 

4 3 2 1 0

3

3

3

3

3

3

3

4 6 4 0

80 4 6(52) 4(30) 20 0

80 4 300 120 20 0

4 400 120 0

4 280 0

4 280

280
70

4

70

Y Y Y Y Y

Y

Y

Y

Y

Y

Y

Y

    

    

    

   

  

  

 

 

 

X = 1990  & 3Y =70 

EXAMPLE 4: 

 By Binomial method, estimate the EPS of 1998 – 1999 . 

Year: 1997 – 1998  1998 – 1999  1999 – 2000  2000 – 2001  2001 – 2002  

EPS(Rs): 21.39 ? 13.74 12.67 13.97 
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Solution:  

 4 pairs of values are given. Hence, 0464 01234  YYYYY is to be solved. It is 

seen that, 

Year: X0 =1997 – 1998   X1 = 1998 – 1999 X2 = 1999 – 2000 X3 = 2000 – 2001 X4 = 2001 – 2002 

Sales(000): Y0 = 21.39 Y1 = ? Y2 = 13.74 Y3 = 12.67 Y4 = 13.97 

By the substituting the given values in the above equation. 

4 3 2 1 0

1

1

1

1

1

1

4 6 4 0

13.97 4(12.67) 6(13.74) 4 21.39 0

117.8 50.68 4 0

67.12 4 0

4 67.12

67.12
16.78

4

16.78

Y Y Y Y Y

Y

Y

Y

Y

Y

Y

    

    

  

 

  

 

 

 


1 16.78Y  & 1 1998 1999X   . 

EXAMPLE 5: 

 Using an appropriate formula for interpolation, estimate the average. No.of children 

born per month for mothers aged 30 – 34 . 

Age of months 

(in years) 
15 – 19 20 – 24 25 – 29 30 – 34 35 – 39 40 – 45  

Average no.of 

children born 
0.7 2.1 3.1 ? 5.7 5.8 

 

Solution:  

 5 pairs of values are given. Hence 

5 4 3 2 1 05 10 10 5Y Y Y Y Y Y     is to be solved. It is seen that,  

0 15 19X    1 20 24X    2 25 29X    3 30 34X    4 35 39X    5 40 45X    

0 0.7Y   1 2.1Y   2 3.1Y   3 ?Y   4 5.7Y   5 5.8Y   

By substituting  the given values in the above equation, 



49 
 

5 4 3 2 1 0

3

3

3

3

3

3

3 3

5 10 10 5 0

5.8 5(5.7) 10 10(3.1) 5(2.1) 0.7 0

5.8 28.5 10 31 10.5 0.7 0

16.3 60.2 10 0

43.9 10 0

10 43.9

43.9
4.39

10

4.39& 30 34

Y Y Y Y Y Y

Y

Y

Y

Y

Y

Y

Y X

     

     

     

  

  



 

     

EXAMPLE 6: 

 Find the figures of sales for the year 2001 from the data given below using Binomial 

expansion method of extrapolation. 

Year: 1995  1996 1997  1998  1999  2000 

Sales(000)units: 120 150 160 180 200 225 

Solution:  

 6 pairs of values are given. Hence, the sales forecast for 2001 is obtained such that, 

6 5 4 3 2 1 06 15 20 15 6 0Y Y Y Y Y Y Y       is to be solved. It is seen that, 

Year: X0 =1995  X1 = 1996 X2 = 1997 X3 = 1998 X4 = 1999 X5 = 2000 

Sales(000): Y0 = 120 Y1 = 150 Y2 = 60 Y3 = 180 Y4 = 200 Y5 = 225 

By the substituting the given values in the above equation. 

6 5 4 3 2 1 0

6

6

6

6

6

6

6 15 20 15 6 0

6(225) 15(200) 20(180) 15(160) 6(150) 120 0

1350 3000 3600 2400 900 120 0

5520 4950 900 0

5520 5850 0

330 0

330

Y Y Y Y Y Y Y

Y

Y

Y

Y

Y

Y

      

      

      

   

  

 

 

 

Sales in 2001 = 330 (000) units. 

TWO MISSING VALUES 

EXAMPLE 1: 

 Obtain estimates of the missing figures in the following table: 

X: 2.0 2.1 2.2 2.3 2.4 2.5 2.6 

Ux: 0.135 ? 0.111 0.100 ? 0.082 0.074 

Solution: 

 5 pairs of values are given. Two values (Y1 & Y4) are missing. Hence, 
5

0 0Y  and 

are to be solved. 
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5 4 3 2 1 0

6 5 4 3 2 1 0

5 10 10 5 0

6 15 20 15 6 0

Y Y Y Y Y Y and

Y Y Y Y Y Y Y

     

        

are to be solved simultaneously. It is seen that,
 
 

0 2.0X   1 2.1X   2 2.2X   3 2.3X   4 2.4X   5 2.5X   6 2.6X 
 

0 0.135Y   1 ?Y   2 0.111Y   3 0.100Y   4 ?Y   5 0.082Y   6 0.074Y 
 

By substituting  the given values in the above equations, 

5 4 3 2 1 0

4 1

6 5 4 3 2 1 0

4 1

4 1

4 1

5 10 10 5 0

0.082 5 10(0.100) 10(0.111) 5 0.135 0..........(1)

6 15 20 15 6 0

0.074 5(0.082) 10 10(0.100) 5(0.111) 0........(2)

5 5 0.163.....(1)

10 0.781..

Y Y Y Y Y Y

Y Y

Y Y Y Y Y Y Y

Y Y

Y Y

Y Y

     

     

      

     

  

 

4 1

1

1

4 1

4

4

4

4

2.1 2.4

...(2)

(1) 2, 10 10 0.326......(3)

(2) (3), 9 1.107

1.107
0.1230

9

(2), 10 0.781

10 0.123 0.781

10 0.781 0.123

10 0.904

0.904
0.0904

10

0.1230 0.0904

Y Y

Y

Y

From Y Y

Y

Y

Y

Y

U andU

   

 

  

 

 

  



 

  

 

EXAMPLE 2: 

 Use Binomial expansion method to interpolate the missing values from the data given 

below. 

X: 5 8 11 14 17 20 

Y = f(x) 52 ? 376 ? 988 1402 

Solution: 

0 5X   1 8X   2 11X   3 14X   4 17X   5 20X   

0 52Y   1 ?Y   2 376Y   3 ?Y   4 988Y   5 1402Y   

 

4 3 2 1 0

5 4 3 2 1 0

4 6 4 0

5 10 10 5 0

Y Y Y Y Y and

Y Y Y Y Y Y

    

     
` 
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3 1

3 1

3 1

3 1

3 1

3 1

1

1

1

3 1

3

988 4 6(376) 4 52 0

1402 5(988) 10 10(376) 5 52 0

4 4 3296........(1)

10 5 7350........(2)

(1) 10 40 40 32960

(2) 4 40 20 29400

20 3560

3560

20

178

2,

10 5 7350

10

Y Y

Y Y

Y Y

Y Y

Y Y

Y Y

Y

Y

Y

From

Y Y

Y

    

     

   

 

     

   

  





 



3

3

3

3

5(178) 7350

10 890 7350

10 7350 890

6460

10

646

Y

Y

Y

Y



 

 



   

EXAMPLE 3: 

 Obtain the estimate of the missing figures in the following table. 

X: 3.0 3.1 3.2 3.3 3.4 3.5 3.6 

Y = f(x) 0.270 - -0.222 0.200 - 0.164 0.148 

Solution: 

 5 pairs of values are given. Two values are (Y1 & Y2) are given.Hence,
5 5

0 10, 0Y Y    and to be solved 

5 4 3 2 1 0

6 5 4 3 2 1

5 4 10 5 0

5 10 10 5 0

Y Y Y Y Y Y and

Y Y Y Y Y Y

     

     
 

are to be solved simultaneuously. It is seen that 

0 3.0X   1 3.1X   2 3.2X   3 3.3X   4 3.4X   5 3.5X   6 3.6X 
 

0 0.270Y   1 ?Y   2 0.222Y   3 0.200Y   4 ?Y   5 0.164Y   6 0.148Y 
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5 4 3 2 1 0

6 5 4 3 2 1

4 1

4 1

4 1

4 1

1

1

1

5 4 10 5 0

5 10 10 5 0

0.164 5 10(0.200) 10(0.222) 5 0.270 0

0.148 5(0.164) 10 10(0.200) 5(0.222) 0

1 2 10 10 0.652

10 1.562

9 2.214

2.214

9

0.246

Y Y Y Y Y Y and

Y Y Y Y Y Y

Y Y

Y Y

Y Y

Y Y

Y

Y

Y

     

     

      

      

    

  





 

 

NEWTON’S METHOD OF FORWARD DIFFERENCES 

SUITABILITY: 

 The method is suitable when the given arguments have equal differences and the 

argument corresponding to which the entry is to be found out is at the first half. 

 It is considered to be easier than Lagrange’s method. It is not as simple and easy as 

Binomial expansion method. It is used in a kind of problem in which Binomial expansion 

method cannot be used. Similarly it cannot be used in problems for which Binomial 

expansion method is suitable. 

FORMULA: 

 
2 3

0 0 0 0

( 1) ( 1)
......

1 1 2 1 2 3

u u u u u
Y Y Y Y Y

 
       

    

0X X
whereu

h


 his the common difference between the arguments, X0 is the first 

arguments given and X is the argument corresponding to which y is to be found. It may be 

noted that Y0 is the first entry given and 2 3

0 0 0, , ,.....Y Y Y   are the first values in the columns 

of the difference table. 

EXAMPLE 1: 

 From the following series, obtain the missing value for 12th year using Newton’s 

method. 

year 5 10 12 15 20 

price 4 14 ? 24 34 

Solution: 

Arguments 5, 10, 15 and 20 have equal differences. Common difference, h = 5. X0 = 5. x = 

12 is in the first half.  

0 12 5
1.4

5

x x
u

h

 
  
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By Newton’s forward difference formula, 

2 3

0 0 0 0

( 1) ( 1)( 2)

1 1 2 1 2 3

1.4 1.4 0.4 1.4 0.4 ( 0.6)
4 10 0 0

1 1 2 1 2 3

4 14 0 0

18

u u u u u u
Y Y Y Y Y

  
      

  

   
      

  

   



 

Price in 12th year = 18. 

EXAMPLE 2: 

 Find premium payable at the age of 26 by using Newton’s forward difference 

formula: 

 

Solution: 

Arguments 20, 25, 30, 35 and 40 have equal differences. Common difference, h = 5. x0 = 20.  

x = 26 is in the first half.  

0 26 20
1.2

5

x x
u

h

 
  

 
 

 

 

 

 

 

Age (in years) 20 25 30 35 40 

Premium(Rs.) 230 260 300 350 420 

2 3

5 4

10

10 14 0

10 0

15 24 0

10

20 34

yX Y y y  

 

2 3 4

20 230

30

25 260 10

40 0

30 300 10 10

50 10

35 350 20

70

40 420

yX Y y y y   

 



54 
 

By Newton’s forward difference formula, 

2 3 4

0 0 0 0 0

( 1) ( 1)( 2) ( 1)( 2)( 3)

1 1 2 1 2 3 1 2 3 4

1.2 1.2 0.2 1.2 0.2 ( 0.8) 1.2 0.2 0.8 1.8
230 30 10 0 10

1 1 2 1 2 3 1 2 3 4

230 36 1.2 0 0.144

267.344

u u u u u u u u u u
Y Y Y Y Y Y

     
        

     

      
        

     

    



the premium payable at the age of 26 = Rs. 267.34 

EXAMPLE 3: 

 Using the Newton’s formula for interpolation, estimate the number of students who 

obtained less than 45 marks from the following: 

Marks: 30 – 40 40 – 50  50 – 60  60 – 70  70 – 80  

No.of students: 31 42 51 35 31 

Solution: 

 Class intervals cannot be dealt with directly. Hence, the following differences 

columns are based on cumulative frequencies.  

 
 

 

 

 

 

 

 

 

0
0

45 30
30 : 10; 45. 1.5

10

x x
x h x u

h

 
       

By Newton’s forward difference formula, 

2 3 4 5

0 0 0 0 0 0

( 1) ( 1)( 2) ( 1)( 2)( 3) ( 1)( 2)( 3)( 4)

1 1 2 1 2 3 1 2 3 4 1 2 3 4 5

1.5 1.5 0.5 1.5 0.5 ( 0.5) 1.5 0.5 0.5 1.5 1.5 0.5 0.5 1
0 31 11 2 23

1 1 2 1 2 3 1 2 3 4

u u u u u u u u u u u u u u u
Y Y Y Y Y Y Y

         
          

         

         
         

     

.5 2.5
60

1 2 3 4 5

0 46.5000 4.1250 0.1250 0.5391 0.7031

49.5078 50




   

     

 

50 students have obtained marks less than 45. 

2 3 4 5

. ( ) .

30 0

31

30 40 31 40 31 11

42 2

40 50 42 50 73 9 23

51 25 60

50 60 51 60 124 16 37

35 12

60 70 35 70 159 4

31

70 80 31

Marks No of Marks x No of Differences

students students y y y y y

less than

less than

less than

less than

less than

less than

    





 



 

 

 80 190
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NEWTON’S METHOD OF BACKWARD DIFFERENCES 

SUITABILITY: 

 The method is suitable when the given arguments have equal differences and the 

arguments have equal differences and the argument corresponding to which the entry is to be 

found out is at the second half. 

It  is similar to Newton’s method of forward differences. It is considered to be easier than 

lagranges’s method. It is not as simple and easy as Binomial expansion method. It is used in a 

kind of problem in which neither Newton’s forward difference formula nor Binomial 

expansion method can be used. Similarly, it cannot be used in problems for which they are 

suitable. 

2 3

1 2 3

( 1) ( 1)( 2)
....

1 1 2 1 2 3
n n n n

u u u u u u
Y Y Y Y Y  

  
       

  

 

.nx x
Whereu

h


 h is the common difference between the arguments, xn is the last argument 

given and x is the argument corresponding  to which y is to be found out. It may be noted that    
2 3

1 2 3, , , ,...n n n ny y y y    

   

are the last values in y and every subsequent column.  

EXAMPLE 1:  

Age: 20 25 30 35 40 

Premium: 33.0 29.8 26.6 23.5 20.5 

From the above data, calculate the premium to be paid at age 32. 

 

Solution: 

 

 Arguments 20, 25, 30, 35 and 40 have equal differences. Common difference, h = 5.  

xn =40. x = 32 is at the second half.  
32 40

1.6
5

nx x
u

h

 
  

 
 

 

 

 

 

 

 

 

By Newton’s backward difference formula, 

2 3 4

20 33.0

3.2

25 29.8 0

3.2 0.1

30 26.6 0.1 0.1

3.2 0

35 23.5 0.1

3.0

40 20.5

yX Y y y y   










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2 3 4

1 2 3 4

( 1) ( 1)( 2) ( 1)( 2)( 3)

1 1 2 1 2 3 1 2 3 4
n n n n n

u u u u u u u u u u
Y Y Y Y Y Y   

     
        

       

1.6 1.6 0.6 1.6 0.6 0.4 1.6 0.6 0.4 1.4
20.5 3.0 0.1 0 0.1

1 1 2 1 2 3 1 2 3 4

20.50000 4.80000 0.04800 0 0.00224

25.34576 25.35

         
        

     

    

 

 

premium to be paid at age 32 is 25.35 

EXAMPLE 2: 

 From the following data, find the number of rural students whose I.Q exceeds 102. 

I.Q: 70 – 80 80 – 90  90 – 100  100 – 110  110 – 120  

No.of Rural 

students 
100 200 100 80 20 

Solution: 

 Class intervals cannot be dealt with directly. Hence, the cumulative frequencies are 

found out from the given class frequencies and are used for forming the differences columns. 

 
 

 

 

 

 

 

 

 

 

 

 

102 120
120; 500; 10; 102. 1.8

10

n
n n

x x
x y h x u

h

 
         

 

 

2 3 4 5

. . . .

( )

70 0

100

70 80 100 80 100 100

200 200

80 90 200 90 300 100 280

100 80 400

90 100 100 100 400 20 120

80 40

100 110 80

I Q No of I Q No of Differences

Rural x Rural y y y y y

students students y

less than

less than

less than

less than

l

    





  

 

  



 110 480 60

20

110 120 20 120 500

ess than

less than




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By Newton’s forward difference formula, 

2 3 4 5

1 2 3 4 5

( 1) ( 1)( 2) ( 1)( 2)( 3) ( 1)( 2)( 3)( 4)

1 1 2 1 2 3 1 2 3 4 1 2 3 4 5

1.8 1.8 0.8 1.8 0.8 0.2 1.8 0.8 0.2 1.2
500 20 60 40 12

1 1 2 1 2 3 1 2 3 4

n n n n n n

u u u u u u u u u u u u u u u
y y y y y y y    

         
          

         

         
        

     

1.8 0.8 0.2 1.2 2.2
0 400

1 2 3 4 5

500 36 43.2 1.92 1.728 2.5344

414.6176 415

    
 

   

     

 

 

Total number of students     = 500 

Number of students whose I.Q. is less than 102 = 415 

Number of students whose I.Q. is exceeds 102 = 500 – 415 = 85 

 

LAGRANGE’S METHOD 

 It was given by the famous French mathematician lagrange. 

SUITABILITY: 

 Although Lagrange’s formula can be used for all the problems of interpolation, 

extrapolation and inverse interpolation, it is used in the problems for which no other method 

is suitable. In other words, it is used when the given arguments do not have equal differences. 

The given arguments together with the argument corresponding to which the entry is to be 

found out also do not have equal differences. That is, 0 1 2, , ,...., nx x x x do not have equal 

differences. 

FORMULA: 

 When (n+1) pairs of values are known. 

1 2 0 2 0 1 1
0 1

0 1 0 2 0 1 0 1 2 1 0 1 1

( )( )....( ) ( )( )....( ) ( )( )....( )
...

( )( )....( ) ( )( )....( ) ( )( )....( )

n n n
n

n n n n n n

x x x x x x x x x x x x x x x x x x
y y y y

x x x x x x x x x x x x x x x x x x





        
   

        

  

If any given problem, the number (n + 1) is to be identified and the formula is to be written 

accordingly. 

EXAMPLE 1: 

 By using Lagrange’s formula, determine the percentage of criminals under 35 years of 

age: 

Age Percentage of criminals 

Under 25 years 52.0 

Under 30 years 67.3 

Under 40 years 84.1 

Under 50 years 94.4 



58 
 

 

Solution: 4 pairs of values are given: 

0 1 2 3

0 1 2 3

25 30 40 50

52.0 67.3 84.1 94.4

x x x x

y y y y

   

   
 

Required to find y when x = 35. 0 1 2 3, ,x x x and x do not have equal differences. 0 1 2 3, , ,x x x x and x

also do not have equal differences.

1 2 3 0 2 3 0 1 3 0 1 2
0 1 2 3

0 1 0 2 0 3 1 0 1 2 1 3 2 0 2 1 2 3 3 0 3 1 3 2

( )( )( ) ( )( )( ) ( )( )( ) ( )( )( )

( )( )( ) ( )( )( ) ( )( )( ) ( )( )( )

x x x x x x x x x x x x x x x x x x x x x x x x
y y y y y

x x x x x x x x x x x x x x x x x x x x x x x x

           
   

           

(35 30)(35 40)(35 50) (35 25)(35 40)(35 50) (35 25)(35 30)(35 50) (35 25)(35 30)(35 40)
52.0 67.3 84.1 94.4

(25 30)(25 40)(25 50) (30 25)(30 40)(30 50) (40 25)(40 30)(40 50) (50 25)(50 30)(50 40)

           
       

           

(5)( 5)( 15) (10)( 5)( 15) (10)(5)( 15) (10)(5)( 5)
52.0 67.3 84.1 94.4

( 5)( 15)( 25) (5)( 10)( 20) (1)(10)( 10) (25)(20)(10)

10.400 50.475 42.050 4.720

77.405 77.41

     
       

     

    

 

 

Percentage of criminals under 35 years of age = 77.41 

EXAMPLE 2: 

 The following table gives the normal weight of a baby during the first six months of 

life. 

Age(months) 0 2 3 5 6 

Weight(Ibs) 5 7 8 10 12 

Estimate the weight of the baby at the age of 4 months. 

Solution: 5 pairs of values are given 

0 1 2 3 4

0 1 2 3 4

0 2 3 5 6

5 7 8 10 12

x x x x x

y y y y y

    

    
 

Required to find y when x = 4. 0 1 2 3 4, , ,x x x x and x do not have equal differences. 

0 1 2 3 4, , , ,x x x x x and x also do not have equal differences. Hence, Lagrange’s formula is used. 

1 2 3 4 0 2 3 4 0 1 3 4
0 1 2

0 1 0 2 0 3 0 4 1 0 1 2 1 3 1 4 2 0 2 1 2 3 2 4

0 1 2 4

3 0

( )( )( )( ) ( )( )( )( ) ( )( )( )( )

( )( )( )( ) ( )( )( )( ) ( )( )( )( )

( )( )( )( )

( )(

x x x x x x x x x x x x x x x x x x x x x x x x
y y y y

x x x x x x x x x x x x x x x x x x x x x x x x

x x x x x x x x

x x x

           
  

           

   




0 1 2 3
3 4

3 1 3 2 3 4 4 0 4 1 4 2 4 3

( )( )( )( )

)( )( ) ( )( )( )( )

x x x x x x x x
y y

x x x x x x x x x x x x x

   


      

 



59 
 

(4 2)(4 3)(4 5)(4 6) (4 0)(4 3)(4 5)(4 6) (4 0)(4 2)(4 5)(4 6)
5 7 8

(0 2)(0 3)(0 5)(0 6) (2 0)(2 3)(2 5)(2 6) (3 0)(3 2)(3 5)(3 6)

(4 0)(4 2)(4 3)(4 6) (4 0)(4 2)(4 3)(4 5)
10

(5 0)(5 2)(5 3)(5 6) (6 0)(

           
     

           

       
  

    
12

6 2)(6 3)(6 5)

2 1 1 2 4 1 1 2 4 2 1 2 4 2 1 2 4 2 1 1
5 7 8 10 12

2 3 5 6 2 1 3 4 3 1 2 3 5 3 2 1 6 4 3 1

0.1111 2.3333 7.1111 5.3333 1.3333

8.8889 8.89


  

              
         
               

    

 
 

The weight of the baby at the age of 4 months = 8.9 Ibs. 
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UNIT – III 

PROBABILITY  

Chance of an event is expressed numerically. An Italian mathematician, Galileo (1564 - 

1642), was the first person who attempted quantitative measure of probability. There are 

three different approaches – classical approach, Relative frequency approach and axiomatic 

approach. Classical approach is commonly used in the beginning stage. 

 Today the theory of probability has been developed to a great extent. It is applied in 

all the disciplines. It is extensively used in business, economic problems etc,. 

MEANING: 

It is difficult to give a clear (or) generally accepted meaning of probability. In our day – to – 

day life, we come across sentences like, for example. 

1. “When a coin is tossed, it must fall down”.  

2. “It is impossible to live without oxygen”. 

3. “Probably, I win the Match”. 

RANDOM EXPERIMENT (OR) TRIAL: 

 An experiment is called a random experiment when it has several possible outcomes 

and each outcomes has a certain possibility. 

Example 1: 

1. Tossing a coin head & tail. 

2. Throwing a die 1, 2, 3, 4, 5 & 6. 

 Trial: conducting a random experiment once is called a trial. 

(or) 

If an experiment (or) trial can be repeated under the same conditions, any number of times 

and it is possible to count the total no of outcomes, but individual result.,(ie) Individual 

outcome is not predictable. 

 Suppose we toss a coin. It is not possible to predict exactly the outcomes. The 

outcome may be either head. Up (or) tail up. Thus, an action (or) an operation which can 

produce any result (or) outcome is called a random experiment (or) a trial. 

EXAMPLE:  

Tossing a coin is an experiment (or) trial. When you toss, it falls head up (or) trial up. 

EVENT:  

 Any possible outcome of a random experiment is called an event. Performing an 

experiment is called trial & outcomes are termed as events (or) one outcome itself may be an 

event such events are called elementary events, more than one outcome constitute other 

events. 
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 In the random experiment of throwing a die, for the event, ‘1 point’ only one outcome 

is there. For the event ‘odd no of points’, three outcomes 1, 3 and 5 are there,  

EXAMPLE: 

i) Tossing  a coin is a random experiment (or) trial and getting a head (or) a tail 

is an event. 

ii) Drawing a ball from an urn containing red and white balls is a trial and getting 

a red (or) white ball is an event. 

MUTUALLY EXCLUSIVE OUTCOMES: 

 Outcomes are said to be mutually exclusive if they cannot happen simultaneously in a 

single trail. In the random experiment of tossing a coin head and tail are mutually exclusive 

outcomes. 

 In the random experiment of throwing a die. The points 1, 2, 3, 4, 5 and 6 are 

mutually exclusive outcomes. 

EQUALLY LIKELY OUTCOMES: 

 Outcomes which have equal chance of happening are said to be equally likely 

outcomes. 

 In the random experiment of tossing an unbiased coin, head and tail are equally likely 

outcomes in the random experiment of throwing a fair die. 

1, 2, 3, 4, 5 & 6 are equally likely outcomes. 

Ex: Head and tail are equally likely event in tossing an unbiased coin. 

EXHAUSTIVE OUTCOMES: 

 Outcomes are said to be exhaustive when no other outcome is possible from the 

random experiment. 

 The two outcomes – head and tail, are exhaustive in the random experiment of  

tossing a coin. The total no of possible outcomes of a random experiment is called exhaustive 

events. The group of events is exhaustive, as there is no other possible outcome. Thus tossing 

a coin, the possible outcome are head (or) tail; exhaustive events are two. 

 Similarly, throwing a die, the outcomes are 1, 2, 3, 4, 5 & 6. In case of two coins, the 

possible number of outcomes are 4. (ie) HH, HT, TH & TT. 

In case of 3 coins, the possible outcomes are 23 = 8 and so on. Thus, in throw of n coin, the 

exhaustive no of case is 2n. 

INDEPENDENT EVENTS: 

 Two events which do not affect the chances of each other are said to be independent 

events. 
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 When two coins are tossed together, head in the first coin and head in the second coin 

are independent. 

 When two cards are drawn one after another without replacement from a pack of well 

shuffled playing cards, the chance of getting king in the second draw is affected by king in 

the first draw. Hence, king in the second draw is not independent of king in the first draw. 

DEPENDENT EVENTS: 

 Two events are said to be dependent, if the occurrence (or) non – occurrence of one 

event in any trial affects the probability of the other subsequent trial, if the occurrence of one 

event affects the happening of the other events, then they are said to be dependent events. 

Example:   

 The probability of drawing a king from a pack of 52 cards is 4/52; the card is not put 

pack; then the probability of drawing a king again is 3/51. Thus the outcome of the first event 

affects the outcome of the second event and they are dependent. But if the card is put pack, 

then the probability of drawing a king is 4/52 and is an independent event. 

SIMPLE AND COMPUND EVENTS: 

 When a single event take place, the probability of  its happening (or) not happening is 

known as simple event. 

 When two or more events take place simultaneously their occurrence  is known as 

compound event (compound probability) for instance, throwing a die. 

COMPLEMENTARY EVENTS: 

  The complement of an event A, means non – occurrence of A and is denoted by 𝐴̅. 𝐴̅ 

contains those points of the sample space which do not belong to A for instance. Let there be 

two events of B and vice versa, If A and B are mutually exclusive & exhaustive. 

FAVOURABLE CASES: 

 The number of outcomes which result in the happening of a desired event are called 

favourable cases to the event. 

Example: 

 In drawing a card from a pack of cards, the cases favorable to “getting a diamond” are 

13 and to “getting an ace of spade” is only one. Take another ex: in a single throw of a dice 

the no of favorable cases of getting an odd number are three, -1, 3 & 5. 

MEASUREMENT OF PROBABILITY: 

  The origin and development of the theory of probability dates back to the 17th 

century. Ordinarily speaking the probability of an event denotes the likelihood of its 

happening. A value of the probability is a number range between 0 and 1. Different schools 

of  thought have defined the term probability differently. The various schools of thought 

which have defined probability are discussed briefly. 
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MATHEMATICAL (OR) CLASSICAL (OR) [PRIORI PROBABILITY] 

 If a trial has ‘n’ exhaustive, mutually exclusive and equally likely outcomes among 

which ‘m’ are favorable to the occurrence of an event A. the probability of occurrence of A is 

denoted by P(A) (or) p and 

p = P(A) = 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑣𝑜𝑟𝑎𝑏𝑙𝑒 𝑜𝑢𝑡𝑐𝑜𝑚𝑒𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛𝑜.𝑜𝑓 𝑜𝑢𝑡𝑐𝑜𝑚𝑒𝑠
 = 

𝑚

𝑛
. 

EXAMPLE 1: 

 An unbiased coin is tossed once. What is the probability of getting head? 

SOLUTION: 

 Possible outcomes are head and tail. 

 ∴ total number of outcomes, n = 2 

   Number of favorable outcomes, m = 1 

 ∴ Required probability p = 
𝑚

𝑛
=

1

2
. 

EXAMPLE 2: 

 Two unbiased coins are tossed together. Find the probability of getting tail in both the 

coins. 

SOLUTION: 

 A – Tail in both the coins 

 n = 2 × 2 = 4 

 m = 1 

∴required probability  

P(A) = 
𝑚

𝑛
=

1

4
 

Possible outcomes 

Coin I Coin II 

1. Head Head 

2. Head Tail 

3. Tail Head 

4. Tail Tail 

EXAMPLE 3: 

 Two coins are tossed simultaneously. What is the probability of getting a head and a 

tail? 
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SOLUTION: 

 Two possible combinations of the two coins Turing up with head {H} or tail {T} are 

HH, HT, TH, TT. The favourable ways are two out of these four possible ways and all these 

are equally likely to happen. Hence the probability of getting head and a tail is  
2

4
=

1

2
. 

EXAMPLE 4: 

 Two cards are drawn from pack of cards at random. What is the probability that it will 

be 

a) A diamond and a heart 

b) A king and a queen 

c) Two kings? 

SOLUTION: 

a) The number of ways of drawing 2 cards from out of 52 cards. 

= 52𝐶2
=  

52×51

1×2
= 26 × 51` 

The number of ways of drawing a diamond and a heart. 

= 13 x 13 

The required probability, 

= 
13×13

26×51
=

13

102
 

b) The number of ways of drawing a king and a queen. 

  = 
4×4

26×51
=

8

663
 

c) Two kings can be drawn out of 4 kings in 

= 4𝐶2
= 6 ways. 

The probability of drawing 2 kings 

= 
6

26×51
=

1

221
 

EXAMPLE 5: 

 A bag contains 7 red, 12 white and 4 green balls. What is the probability that 

a) 3 balls drawn are all white and 

b) 3 balls drawn are one of each color? 

SOLUTION: 

a) Total number of balls 

= 7 + 12 + 4 = 23 

Number of possible ways of drawing 3 out of 12 white balls 

 = 12𝐶3
. 

Total number of, possible ways of drawing 3 out of 23 balls. 
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 = 23𝐶3
  

Therefore, probability of drawing 3 white balls. 

= 
12𝐶3

23𝐶3

=
220

1771
= 0.1242 

b) Number of possible way of drawing 1 out of 

Red = 7𝐶1
  

Number of possible ways of drawing 1out of  

 12 white = 12𝐶1
 

Number of possible ways of drawing 1 out of 4 green = 4𝐶1
. Therefore the probability of 

drawing balls of different colours, 

 = 
7𝐶1 ×12𝐶1×4𝐶1

23𝐶3

=
7×12×4

1771
= 0.1897 

EXAMPLE 6: 

 A symmetrical die is thrown. Find the probability for  

(i)  6  (ii) not 6  (iii) 7  (iv) less than 7 

SOLUTION: 

 Total number of outcomes, n = 6 

(i) Number of favorable outcomes, m = 1 

∴ the probability for 6   = 
𝑚

𝑛
=

1

6
 

(ii) Number of favorable outcomes, m = 6 – 1 = 5 

      ∴ the probability for not 6 = 
𝑚

𝑛
=

5

6
  

(iii) Number of favorable outcomes, m = 0 

      ∴ the probability for 7    = 
𝑚

𝑛
=

0

6
= 0 

(iv) Number of favorable outcomes, m = 6 

      ∴ the probability for less than 7 = 
𝑚

𝑛
=

6

6
= 1 

LIMITATIONS OF CLASSICAL APPROACH: 

1. This definition is confined to the problems of games of chance only and cannot 

explain the problem other than the games of chance. 

2. We cannot apply this method, when the total no of cases cannot be calculated. 

3. When the outcomes of a random experiment are not equally likely, this method cannot 

be applied. 

4. It is difficult to subdivided the possible outcome of experiment into mutually 

exclusive, exhaustive and equally likely in most cases. 
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TYPES OF PROBABILITY: 

 There are two types 

i) Mathematical probability 

ii) Priori probability 

STATISTICAL (OR EMPERICAL) PROBABILITY: 

 If n trails and an event E happens ‘m’ times then the probability of is having that 

event E is defined by P(E) = lim
𝑛→∞

𝑚

𝑛
 

AXIOMS OF PROBABILITY: 

 A limiting value as desired in relative frequency approach may not exist. Even if it 

exists finding it may be difficult. 

 A Russian mathematician, kolmogorov, gave a new approach in his book entitled 

‘foundations of probability’. It was published in 1933 

 He gave the three axioms, 

i) 0 ≤ 𝑃 ≤ 1. 

ii) P (S) = 1. Where S is the sample space and 

iii) P(𝐴1 ∪ 𝐴2 ∪…∪ 𝐴𝑛) = P(𝐴1) + P(𝐴2) + …P(𝐴𝑛) 

Where 𝐴1, 𝐴2, … 𝐴𝑛 are disjoint (mutually exclusive) events. He has developed the method of 

find the probability of an event on the basis of the axioms. 

THEOREM 1: 

STATEMENT: 

 Probability of an impossible event is 0 ie). 𝑃(∅) = 0 

PROOF: 

 An impossible event contains no sample points 

 ∴ A sample space S and impossible event ∅ are mutually exclusive. 

           𝑆 ∪  ∅ = 𝑆 

Taking probability on both sides, 

         P(𝑆 ∪  ∅) = 𝑃(𝑆)       ∴ 𝑃(𝑆) = 1 

         P(S) + P(∅) = P(S) 

 P(∅) = P(S) - P(S) = 1 – 1 = 0. 
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THEOREM 2: 

STATEMENT:  

 Probability of the complementary event 𝐴̅ of A is given by P(𝐴̅) = 1 – P(A). 

PROOF: 

 We know that, A and 𝐴̅ are mutually exclusive. 

∴ (𝐴 ∪ 𝐴̅) = 𝑆 

Taking probability on both sides, 

𝑃(𝐴 ∪ 𝐴̅) = 𝑃(𝑆) 

𝑃(𝐴) + 𝑃(𝐴̅) = 𝑃(𝑆) 

𝑃(𝐴̅) = 𝑃(𝑆) −  𝑃(𝐴) 

𝑃(𝐴̅) = 1 − 𝑃(𝐴) 

RESULT: 

1. 𝑃(𝐴̅  ∩ 𝐵) = 𝑃(𝐵) − 𝑃(𝐴 ∩ 𝐵)     

2. 𝑃(𝐴̅  ∩ 𝐵) = 𝑃(𝐴) − 𝑃(𝐴 ∩ 𝐵) 

 

 

ADDITION THEOREM OF PROBABILITY (TWO EVENTS OCCUR AT A TIME): 

 If A and B are (not mutually exclusive) two events then P(A) + P(B) – P(A ∩ B). 

i.e)., P(A ∪ B) = P(A) + P(B) - P(A ∩ B). 

PROOF: 

 From this figure A and   𝐴̅  ∩ 𝐵 are disjoint. 

∴ It’s ∪ is 𝐴 ∪ 𝐵 = 𝐴 ∪ (𝐴̅  ∩ 𝐵). 

∴ 𝑃(𝐴 ∪ 𝐵) = 𝑃[𝐴 ∪ (𝐴̅  ∩ 𝐵)] 

⟹  𝑃(𝐴) + 𝑃(𝐴̅  ∩ 𝐵) (by axioms 3) 

⟹  𝑃(𝐴) + [𝑃(𝐴̅  ∩ 𝐵) + 𝑃(𝐴 ∩ 𝐵) − 𝑃(𝐴 ∩ 𝐵)]  

∴ P(A ∪ B) = P(A) + P(B) - P(A ∩ B) 

Hence the proof. 

 

 

𝐴 = (𝐴 ∩ 𝐵) ∪ (𝐴 ∩ 𝐵̅) 

𝑃(𝐴) = 𝑃(𝐴 ∩ 𝐵) + 𝑃(𝐴 ∩ 𝐵̅) 

𝑃(𝐴) −  𝑃(𝐴 ∩ 𝐵) =  𝑃(𝐴 ∩ 𝐵̅) 
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ADDITION THEOREMS OF THREE EVENTS: 

If A, B & C are any three events then 

)()()()()()()()( CBAPACPCBPBAPCPBPAPCBAP 

PROOF: 

])[()( CBAPCBAP  . 

)()()()()()()(

)()()()()()()(

)].()[()()()()()()(

)]()[()()()()(

].)[()()()()(

)()()(

).()()()(

CBAPCAPCBPBAPCPBPAP

CBAPCBPCAPCPBAPBPAP

CBCAPCBPCAPCPBAPBPAP

CBCAPCPBAPBPAP

CBAPCPBAPBPAP

CBAPCPBAP

BAPBPAPBAP















   

THEOREM 3: 

 If A and B are mutually exclusive are two events then ).()()( BPAPBAP   (or) 

A and B are two events cannot occurs at a time. 

PROOF: 

 Let A happens m1 times of n exhaustive cases. 

 

Where .)(;)( 21

n

m
BP

n

m
AP   

Let be events either A (or)B. happens 1m + 2m times out of ‘n’ exhaustive cases. 

By the definition of probability. 

).()()(

)( 2121

BPAPBAP

n

m

n

m

n

mm
AorBP







   

Hence the proof. 

COMBINATIONS: 

 Combinations are groups. The members of each group are selected from the available 

members. 

Number of combinations of n objects taken. r (≤) at a time is denoted by the symbol .rnC  In 

other words, number of ways in which r objects can be chosen or selected from n objects is 

denoted by .rnC  

)()()( BPAPBAP 
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r

rnnnn
nCr






...321

)1)...(2)(1(
 

        = 
)!(!

!

rnr

n


 

It may be denoted that. 

i) rnr nCnC   

ii) 1nnC  

iii) 11 nC  

iv) 10 nC  

v) 
!r

nP
nC r

r   

PROBLEM 1: 

 Number of ways of selecting 2 balls from 1 blue and 3 pink balls = .6
21

34
4 2 




C  

PROBLEM 2: 

 8 bowlers and 10 batsmen are available how many cricket teams consisting of 5 

bowlers can be formed? 

SOLUTION: 

  Number of teams = 65 108 CC   

PROBLEM 3: 

 A bag contains 6 white balls, 4 red balls and 10 black balls. Two balls are drawn at 

random. Find the probability that both of them are black. 

SOLUTION: 

 

38

9

190

45
Re

45
21

910
10

190
21

1920
20

2

2















n

m
yprobabilitquired

Cm

Cn

 

PROBLEM 4: 

 In tossing a coin what is the probability a head & tail. 

SOLUTION: 

 Here, S = {H, T}, n(S) = 2. 

In particular, 

5555

)(

5
4321

2345
5

3
21

23
3

1454

4

2















 CCC

or

C

C
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Let A denotes be an event a head. 

To get .
2

1

)(

)(
)( 

Sn

An
AP  

Let B denotes be an event to get tail 

            
2

1

)(

)(
)( 

Sn

Bn
BP . 

PROBLEM 5: 

 Two coins are toss simultaneously. Find the probability of  

i) At least one head 

ii) Exactly one head 

SOLUTION: 

 S = {H, T}= {HH, HT, TH, TT} 

 n(S) = 4. 

i) Let A be an event to get atleast one head 

.
4

3
)( AP  

ii) Let B be an event to get exactly one head. 

.
2

1

4

2
)( BP

 

EXAMPLE 6: 

 A contains 7 white balls, 6 red balls and 5 black balls. 2 balls are drawn at random. 

Find the probability that they will be white ball. 

SOLUTION: 

 Here total no.of balls = 18 

Out of this 18 balls 2 white balls are drawn at 218C ways. 

153
21

1718
18 2 




 C  

Here total no.of white balls = 7 out of this 7 white balls, 2 balls are drawn.                 

21
21

67
7 2 




C  

Exhaustive no.of cases = 153 

Favorable no.of cases = 21 

51

1

153

21


T

F
P  
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EXAMPLE 7:  

 From a bag of 52 cards 3are drawn at random. Find the chance that they are a king, 

queen and an aces. 

SOLTUION: 

 Out of 52 cards 3 cards can be drawn. 352C ways. 

3

52 51 50
52 22100

1 2 3
C

 
  

 
 

  Exhaustive no.of cases = 22100. 

Out of 4 kings can be drawn 14C  ways. 

  14 4C   

Out of 4 queens 1 queen can be drawn  

  14 4C   

Out of 4 aces, 1 ace can be drawn 14C  ways 

14 4C   

 Favorable no.of cases = 4 4 4 64   . 

 Required probability = 
64

22100

F

T
  

EXAMPLE 8: 

 There are 2 red, 3 green and 4 black balls of identical size an urn. 3 balls are drawn at 

random. Find the probability that, 

i) They are of different colours. 

ii) 2 are green and 1 is black. 

iii) 2 are red and 

iv) At least 1 is black 

SOLUTION: 

 

3

1 1 1

2 1

9 8 7
9 84

1 2 3

) 2 3 4

2 3 4 24

24 2
Re

84 7

) 3 4

3 2
4 12

1 2

n C

i m C C C

m
quired probability

n

ii m C C

 
  

 

  

   

   

 


  


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 

 

 

2 1

1 2

) 2 2 1 .

2 7

2 1
1 7 7.

1 2

7 1
Re .

84 12

) 1 1 2 2 1

3 .

4 5 4

iii are red means are red and is green or black

m C C

m
quired probability

n

iv Atleast isblack means isblack and are fromred and green or areblack and is red or

green or black

m C C C

  


   



   

    2 1 35 4

4 10 6 5 4 74

74 37
Re .

84 42

C C

m
quired probability

n

 

     

   

MULTIPLICATION THEOREM OF PROBABILITY:(When two events are 

independent). 

STATEMENT: 

 If A and B are any two events which are not independent. 

 

 

( ) ( ). ; ( ) 0.

( ) ( ). ; ( ) 0.

BP A B P A P P A
A

AOr P B P P B
B

  

 
 

Where  BP
A

represents the conditional probability of the event ‘B’ when the event ‘A’has 

already happened and  AP
B

is the conditional probability of the happening of a given that 

B has the already happened. 

PROOF: 

 Let ‘S’ be the sample space and let the events ‘A’ and ‘B’ are in the sample space 

then the definition of probability. 

 
( )

( )
( )

n A
P A

n S
               1                   

              
( )

( )
( )

n B
P B

n S
                   2   

    
( )

( )
( )

n A B
P A B

n S


                  3 

For the conditional event A given B the favourable outcomes must be one of the sample 

points of B for the events  A
B

The sample space is ‘B’ and out of n(B), sample points 

( )n A B  
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certain the occurrence of the events ‘A’. 

 
 

 

n A B
AP

B n B


           4 

From 3, we get 

 

using 2 and 4 

 ( ) ( ). AP A B P B P
B

   . 

Similarly, for the conditional event B
A

. The favorable outcomes must be one of the sample 

points in A. 

Let us for the event B
A

the sample points ‘A’ and out of n(A) sample points  n A B

certain the occurrence of the event ‘B’. 

 
 

 
 

 

 

5
( )

( )
3 ,

( ) ( )

( )

( ) ( )

( ) ( ).

n A B
BThus P

A n A

n A B n A
From weget P A B

n S n A

n A B n A

n A n S

BP A B P A P
A


 


  


 

  

 

Hence the proof. 

 

PROBLEM 1: 

 If  1 1 1
( ) ; ( ) ;

3 2 6
AP A P B P

B
   . Find   .

6

1
)( 







A
BP

A
BPFindAP  

SOLUTION:  

 

 

 

 

8

5

2

3

12

5

3
2
12

5

)(

)(

12

5

12

1

2

1
)()()(

4

1

12

3

3
1
12

1

)(

)(

12

1

6

1
.

2

1
)()(

)(

)(
















AP

BAP

A
BP

BAPABPBP

AP

ABP
A

BP

BP
B

APABP

BP

ABP
B

AP

 

 
 

 

 

( )

( ) ( )

( )

( ) ( )

( ) . ( )

n A B n B
P A B

n S n B

n A B n B

n B n S

AP A B P P B
B


  


 

  
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PROBLEM 2: 

 From a bag containing 3 white and 5 red balls of identical size, two balls are drawn at 

random one after another. Find the probability of getting white balls in both the draws if the 

draws are, 

i) Without replacement and 

ii) With replacement 

SOLUTION: 

 Let A – white ball in the first draw 

        B – white ball in the second draw 

Required to find )( BAP  . 

 

 

64

9

8

3

8

3

)(.)()(

.
8

3
)(,

8

3
)()

28

3

7

2

8

3

.)()(

.
7

2
,

8

3
)()













BPAPBAP

BPAPii

A
BPAPBAP

A
BPAPi

 

PROBLEM 3: 

 If 4.0)( AP ; 4.0)( AP and ,6.0)(  BAP Find.  
B

APi)(  and  .)(
A

BPii are A 

and B independent. 

SOLUTION: 

  

 
 

 

 

  .
4

1

4.0

1.0

)(

)(
,)

.
3

1

3.0

1.0

)(

)(

,.)()()

1.06.03.04.0)(

)()()(

)()()(



















AP

BAP
A

BPSimilarlyii

BP

BAP
B

AP

B
APBPBAPFromi

BAP

BAPBPAPBAP

BAPBPAPBAPFrom

 

It can be concluded that A and B are not independent from any one of the following. 

    ).()()()()()()( BP
A

BPOrAP
B

APOrBPAPBAP   

PROBLEM 4:  

 A lot contains 10 items of which 3 are defective. Three items are chosen at random 

from the lot one after another. Find the probability that all the three are defective if the draws 

are 

i)  With replacement and ii) without replacement 
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SOLUTION: 

 Let A, B and C be defective items in the first, second and third draws. Required find 

)( CBAP  . 

 

3 3 3
) ( ) ; ( ) ( ) .

10 10 10

( ) ( ). . ( )

3 3 3 27

10 10 10 1000

i P A P B and P C

P A B C P A P B P C

  

   

   

 

   

   

3 2 1
) ( ) ,

10 9 8

( ) ( ) .

3 2 1 1
.

10 9 8 120

CBii P A P and P
A A B

CBP A B C P A P P
A A B

  


   


   

 

PROBLEM 5: 

 If .
4

3
)(

8

5
)(,

8

2
)(  BAPandBPAP Then A & B are independent is it true? 

SOLUTION: 

 

)().()(

4

3
)(,

64

10

8

5

8

2
.)(

8

5
)(,

8

2
)(

BPAPBAP

BAPthatgivenareweBPAP

BPAP







. 

CONDITIONAL PROBABILITY: 

 If A and B are any two events, then the conditional probability of event A then the B has 

already happened. This denoted by, 

 
 

 
( ). ( )

( ) 0.
( )

P A B P A P BAP where P B
B P B P B


    

The conditional probability of event B then the event A has already happened. It is denoted 

by, 

 
 

 
( ). ( )

( ) 0.
( )

P A B P A P BBP where P A
A P A P A


    

PROBLEM 1: 

 If P(A) = 0.4, P(B) = 0.3 and ( ) 0.2P A B  find    A BP and P
B A

. 
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SOLUTION: 

If P(A) = 0.4, P(B) = 0.3, ( ) 0.2P A B   

 
 

 

 
 

 

0.2 2
0.66

0.3 3

0.2 1
0.50

0.4 2

P A B
AP

B P B

P A B
BP

A P A


   


     

PROBLEM 2: 

    2 1 1
( ) , ( ) , ( ) . .

5 3 2
A BIf P A P B P A B Find P and P

B A
     

SOLUTION: 

 

 
 

 
 

( ) ( ) ( ) ( )

1 2 1
( )

2 5 3

2 1 1
( )

5 3 2

12 10 15 7
( )

30 30

7
7 3 730

1( ) 30 1 10
3

7
7 5 730

2( ) 30 2 12
5

P A B P A P B P A B

P A B

P A B

P A B

P A B
AP

B P B

P A B
BP

A P A

    

   

   

 
  


     


     

 

PROBLEM 3:  

 A die is thrown twice and the sum of the appearing is observed to be. What is the 

conditional probability then the no.4 appeared at least once. 

SOLUTION: 

 Let S be a sample space. Given a die is thrown twice. 

 (1,1), (1,2),......, (6,6) 36

( ) 36

S

n S

  


 

Let A be an event of getting sum of the numbers 6. 

 (1,5), (2,4), (3,3), (4,2), (5,2)

( ) 5

( ) 5
( )

( ) 36

A

n A

n A
P A

n S





  

 

Let B be an event of getting the take the no.of 4 appeared at least once. 

(1,4) (2,4) (3,3) (4,2) (5,1)
11

(4,1) (4,2) (4,4) (4,5) (4,6)
B

 
  
 
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11
( ) 11, ( ) .

36
n B P B   

 

 

 

( )
,

( )

( ) (2, 4) (4,2) 2

( ) 2

2 1
( )

36 18

1
1 36 218

5 18 5 5
36

P A BBNow P
A P A

n A B

n A B

P A B

BP
A




  

 

   

    

  

EXAMPLE 4: 

    3 4 5
( ) , ( ) , ( ) . .

4 5 6
A BIf P A P B P A B Find P and P

B A
     

SOLUTION: 

 
 

 

 

( )

( ) ( ) ( ) .

5 3 4
.

6 4 5

P A B
AP

B P B

P A B P A P B P A B

P A B




    

   
 

 
3 4 5

4 5 6

45 48 50 93 50 43

60 60 60

P A B   

  
  

 

 
 

 
 

43
43 5 4360

4( ) 60 4 60
5

43
43 4 4360

3( ) 60 3 45
4

P A B
AP

B P B

P A B
BP

A P A


     


     

 

BAYE’S THEOREM: 

THEOREM: If E1, E2,...En are exhaustive and mutually disjoint events with P(Ei)  0 (i = 1, 

2,...n) then for any arbitrary event A which is a subset of 
1

n

i

i

E


such that P(A) > 0,

1

( )

( )

i
ii

n

i
ii

AP E P
EE

P
A

AP E P
E



 
 
    

   
 
 


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PROOF: 

 

 

1

1

1

1

( )

n

i

i

n

i

i

n

i

i

n

i

i

A E

A A E

A E

P A P A E











 
  

 



 
   

   

 

 

 
 

1

1

( )

n

i

i

n

i
ii

i

i

P A E by addition theorem

AP E P by multiplication theorem
E

P A E
From P A E

P A







   
 





  

 

 
1

i
ii

n

i
ii

AP E P
EE

P by multiplicationtheorem
A

AP E P
E



 
 
    

   
 
 



 

PROBLEM: 

 A manufacturing firm produces pipes in two plants, I & II, with daily production of 

1500 & 2000 pipes respectively. The fraction of defective pipes produce by the two plants is 

0.006 and 0.008 respectively. If a pipe selected at random from the day’s production is found 

to be defective, what is the probability that it has come from plant I & II ?. 

SOLUTION: 

 Let E1 – A pipe is produced in plant I 

       E2 – A pipe is produced in plant II 

       A – A pipe is defective. 

1 1
1 1

2 2
2 2

( ) ( )

1500
( ) 0.4286 0.006 ( ) 0.0025716

3500

2000
( ) 0.5714 0.008 ( ) 0.0045712

3500

( ) 1.0000 0.014 (

i i
i i

i i
i

Given Tobe found

A AP E P P E P
E E

A AP E P P E P
E E

A AP E P P E P
E E

AP E P P E
E

   
   
   

         
   

         
   

   
 1 1 1

) 0.0071428
n n n

ii i i

AP
E

  

   
 

  
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Probability that it has come from plant I given that a pipe is defective, 

1
11

1

( )
0.0025716

0.3600
0.0071428

( )
n

i
ii

AP E P
EE

P
A

AP E P
E



 
 
      

   
 
 


 

Probability that it has come from plant II given that a pipe is defective, 

2
22

1

1 2

1

( )
0.0045712

0.6400
0.0071428

( )

: 1.0000

n

i
ii

n

i

i

AP E P
EE

P
A

AP E P
E

E E E
Note P P P

A A A





 
 
      

   
 
 

           
    





 

PROBLEM: 

 In a bolt factory, machines M1, M2, and M3 manufacture respectively 25, 35 & 40 

percent of the total defective bolts. One bolt is drawn at random from the product and is 

found to be defective. What is the probability that it is manufactured in the machine M3? 

SOLUTION: 

 L et E1, E2 & E3 be the events of a bolt is manufactured by machines M1, M2 & M3 

respectively A be a bolt is defective. 

1 1
1 1

2 2
2 2

3 3
3

( ) ( )

25 5
( ) 0.25 0.05 ( ) 0.0125

100 100

25 4
( ) 0.35 0.04 ( ) 0.014

100 100

40 2
( ) 0.40 0.02 ( )

100 100

i i
i i

Given Tobe found

A AP E P P E P
E E

A AP E P P E P
E E

A AP E P P E P
E E

AP E P P E
E

   
   
   

          
   

          
   

     
  3

1 1 1

3
3

3

1

0.0080

( ) 1.00 0.11 ( ) 0.0345

( )
0.0080 16

Re
0.0345 19

( )

n n n

i i
i ii i i

n

i
ii

AP
E

A AP E P P E P
E E

AP E P
E

Aquired probability P
E

AP E P
E

  



   
 

        
   

 
 
      

   
 
 

  


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UNIT – IV 

Almost all industrial and economic situations are concerned with the problem of 

planning various activities. Linear programming determines an optimum schedule of these 

activities which are subject to resource constraints. Linear programming is one of the most 

widely used and best understood methods in O.R. The linear programming problem (L.P.P) 

was first developed and made use of in 1947 by the American researchers, George Dantzig 

and his associates for solving military planning problems of U.S. Air Force. George Dantzig 

later suggested this method for solving business and industrial problems. He also developed 

the simplex method to solve the Linear programming problems. Simplex method is the most 

useful and powerful mathematical method to solve L.P.P as to be seen later. 

LINEAR PROGRAMMING PROBLEMS ARE TWO TYPES: 

1. Maximization problems such as maximizing the profit. 

2. Minimization problems such as minimizing the cost. 

Some examples of LPP, their mathematical formulation and their solution by graphical 

and analytical methods are considered. Simplex method is the analytical method. 

 Programming means planning. All the relationships between the variables considered 

in these problems are linear. Hence the name Linear Programming Problem(L.P.P)  

The general form of an LPP is as follows. 

Maximize (or) Minimize Z = nnxCxCxC  ....2211               1 

Subject to the constraints, 

a11x1+a12x2+….+a1nxn(≤ , =, ≥) b1 

a21x1+a22x2+….+a2nxn(≤ , =, ≥) b2 

       …….. 

       ……..             2    

       …….. 

 am1x2+am2x2+….+amnxn(≤ , =, ≥) bm  

and 0...., 21 nxxx                    3 

DEFINITION OF L.P.P(LINEAR PROGRAMMING PROBLEM) 

 LPP constitutes a set of mathematical methods. Specially designed for the modeling 

and the solution of certain kinds of constrained optimization problems. 

  

LPP is one of the most widely used and best understood methods in Operation Research. 

(OR) 

LPP is technique for determining an optimum allocation of limited resources to meet given 

objectives. 
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 The term linear means that all the variables occurring in the objective function and the 

constraints of the first degree in the problems under consideration and the term programming 

means the process of determining a particular course of action. 

What is meant by LPP? 

 LPP deals with the optimization (max (or) min) of a function of decision variables 

(The variables whose values determine the solutions of problem) known as. Objective 

function, subject to a set of simultaneous Linear equation (or) inequalities known as 

constraints the term linear means that all the variables occurring in the objective function and 

the constrains are of the first degree in the problems under consideration and the term linear 

programming means the process of determining a particular course of action. 

CHARACTERISTICS OF AN L.P.P: 

1. Regarding the symbol used in the general model each constraints can take either  

≤ or = or ≥. 

2. The decision variables Xj’s should take non – negative values only. 

3. The values Cj; bj; aij (for i = 1,2,…m; j = 1,2,…n). can be got from the given 

information. These values are called parameters & assumed to be fixed constant. 

MATHEMATICAL FORMULATION OF THE PROBLEM: 

 If Xj (j = 1,2,…,n) are the n decision variable of the problem and if the system is 

subject to m constraints the general mathematical model can be written in the form; 

 Optimize Z = f(x1,x2,…,xn). 

Subject to gi (x1,x2,…,xn) ≤, =; ≥bi, (i = 1,2,…,m) and x1,x2,…,xn ≥ 0,(Called the non – 

negativity restrictions (or) constraints)  

FORMULATION CONSISTS OF THE FOLLOWING FOUR STEPS: 

Step 1: Identify the variables (which are also called Decision variables). 

Step 2: Write down the objective function to be optimized (maximized (or) minimized) as a 

Linear function of the decision variables after identifying the cost coefficients. 

Step 3 : Note down the constraints on the basis of the conditions specified regarding 

availability of time, demand for the product, etc. constraints aij’s and bi’s are involved. 

Step 4 : Mention the non – negativity restrictions which imply that the decision variables 

cannot be negative. 

Problem 1: 

A company manufactures three types of product which use metals, platinum, gold. 

Due to shortage of these metals the government neglects the amount that may be used per 

data. The relevant data with respective supplied, requirements and profits are below. 
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Daily allotment of platinum &gold is 160 gms & 120 gms respectively. How should the 

company divide the supply of scale metals? Formulate LPP. 

Solution: 

Let the company produces 

X1  -  units of product A 

X2  -  units of product B 

X3  -  units of product C 

Daily profits are Rs.500,600,1200 per unit of product A,B&C 

 LPP becomes 

Maximize Z = 500X1+600X2+1200X3 

Subject to the constraints 

2X1+4X2+6X3 ≤ 160 

3X1+2X2+4X3 ≤ 120 and 

X1,X2,X3 ≥ 0 

PROBLEM 2: 

A company makes three products X,Y,Z which passes through three departments drill, 

lathe, assembly. The hours available in each department hours required for each product are 

given below. 

Product 
Time required in hours 

Profit 
Drill Lathe Assembly 

X 3 3 8 9 

Y 6 5 10 15 

Z 7 4 12 20 

Hours 

available 
210 240 260  

 

 

 

Product Platinum 

required 

Gold 

required 

Profit 

per unit 

A 2 3 500 

B 4 2 600 

C 6 4 1200 

  160 120   
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Solution: 

The objective function is  

 Maximize Z = 9X1+15X2+20X3 

 Subject to 

 3X1+6X2+7X3 ≤ 210 

 3X1+5X2+4X3 ≤ 240 

 8X1+10X2+12X3 ≤ 260 and 

X1 , X2 , X3 ≥ 0 

PROBLEMS 3: 

A person requires at least 10,12,12 units of the chemicals A,B,C respectively for his 

garden. A liquid product contain 1,2,4 units of A,B,C respectively per jar. A dry product 

contains 5,2,1 unit of A,B,C respectively. A liquid product sells for Rs.3 per jar and a dry 

product sells for Rs.2 per contain. Formulate LPP. 

Solution: 

Maximize Z = 3X1+2X2 

 Subject to 

 X1+5X2  ≥ 10 

2X1+2X2  ≥ 12 

4X1+X2  ≥ 12 and 

X1 , X2 ≥ 0 
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GRAPHICAL METHOD : 

 LPP involving only two variables can be solved by graphical method. 

 It provides the pictorial representation of problems and its solution 

 This method is easy to use and simple to understand 

 Graphical method is not a powerful tool  of LPP 

MEANING: 

 Graphical method gives the solution of an LPP in which they are only two variables. 

The region in the graph sheet which satisfies all the constraints including the non – negative 

restrictions is called the solution space. 

  They are four types of graphical method. 

1. No solution 

2. Unique solution 

3. Infinite number solution 

4. Unbounded solution 

PROCEDURE FOR GRAPHICAL METHOD: 

 Given a L.P.P, optimize Z = f(x) subject to the constraints g(x) ≤ , = , ≥ bj and the non 

– negativity restrictions xi ≥ 0, i = 1,2,…; j = 1,2,…m. 

STEP 1: Draw x1 and x2 axis (which are mutually perpendicular) on a graph sheet. 

STEP 2: Draw a line and identify the region connected with it corresponding to each 

constraint. 

STEP 3: Identify the solution space which is the region that is common to all the constraints 

including the non – negativity restrictions. 

STEP 4: Find the value of Z at each vertex of the solution space. 

STEP 5: Identify the optimum solution. The solutions obtained by the graphical method as 

well as the simplex method are of the following four different kinds. 

1.NO SOLUTION: 

 When there exists no solution space, there is no solution to the given L.P.P. This is 

when there is no common region corresponding to all the constraints.  

2. UNIQUE SOLUTION: 

 There is only one optimum solution for certain L.P.P.  

3.INFINITE NUMBER OF SOLUTIONS: 

 Certain Linear programming problems have infinite number of optimum solutions. In 

such cases, the optimum value of Z is the same but the values of the decision variables x1, 

x2,…differ. 
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4.UNBOUNDED SOLUTION: 

 In some Linear Programming problems, the maximum value of Z occurs at the point 

at infinity only. 

PROCEDURE FOR GRAPHICAL METHOD: 

Step 1: Identify the decision variables, objective and restrictions.  

Step 2: set up the mathematical formulation of the problem 

Step 3: plot a graph representing all the constraints of the problem and identify the feasible 

region. The feasible region is the intersection of all the regions represented by constraints of 

the problem and is restricted to the first quadrant. 

Step 4: The feasible region may be bounded or unbounded. Compute the coordinates of all 

the corner points of the feasible region. 

Step 5: Find out the value of the objective function at each corner (solution) point determined 

in step 4. 

Step 6: select the corner point that optimizes (maximizes or minimizes) the value of the 

objective function. It gives the optimum feasible solution. 

PROBLEM 1: 

A machine producing either product A or B can produce A by using 2 units of 

chemicals and one unit of compound and can produce B by using 1 unit of chemicals and 2 

units of compound. Only 800 units of chemicals and 1000 units of compound are available. 

The profit per unit of A&B are respectively Rs.30 and Rs. 20. Formulate LPP and solve by 

graphically. 

Solution: 

Maximize Z = X1+3X2 

Subject to the constraints 2X1+X2 ≤ 20 

    X1+2X2 ≤ 20 

    X1, X2 ≥ 0 

 

 

                  2X1+X2  = 20 …….. 1 

                    X1+2X2  = 20 ……..2 

Let X1=0 in 1      Let X2=0 in  1 

0 + X2 = 20      2X1+0  = 20 

      X2= 20       X1 = 10 

 

      

 

 

X1 X2 

0 20 

10 0 
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Let X1= 0 in eqtn 2     Let X2=0 in eqtn 2 

(0) + 2X2 = 20      X1 + 2(0) = 8 

X2 = 10       X1= 20   

 

 

 

 

 

Extreme 

points 
Coordinates Objective fn 

A (0,0) Z=0+3(0)=0 

B (10,0) Z=10+3(0)=10 

C (6.5,6.5) Z=6.5+3(6.5)=26 

D (0,10) Z=0+3(10)=30 

 

 Maximize Z = 30 at X1 = 0 and X2 = 10. 

 

 

 

0

5

10

15

20

25

0 5 10 15 20 25

X

Y

C (6.5,6.5)

B(10,0)

D
(0

,1
0

)

A

X1 X2 

0 10 

20 0 
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PROBLEM 2: 

Solve the following LPP by graphical method. 

 Maximize Z = 3X1+4X2 

Sub to the constraints  4X1+2X2≤80  

2X1+5X2≤180   

Solution: 

4X1+2X2≤80  ……….eqn. 1 

2X1+5X2≤180  ………..eqn. 2 

Let X1=0 in eqn. 1 

4(0)+2X2=80  

2X2=80 

X2=80/2=40 

 

 

 

 

Let X1=0 in eqn. 2 

2(0)+5X2=180 

          5X2=180 

X2=180/5 

X2=36 

 

 

 

Let X2=0 in eqn. 2 

2X1+5(0)=180 

         2X1=180 

            X1=180/2 

            X1=90 

X1 X2 

0 40 

20 0 

X1 X2 

0 36 

90 0 

Let X2=0 in eqn. 1 

4X1+2(0)=80 

         4X1=80 

            X1=80/4=20 

            X1=90 
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Max value = 147.5 when X1 = 2.5, X2 = 3.5 

PROBLEM 3: 

Solve the LPP by graphical method.   

Maximize Z = 3X1+5X2 

Subject to the constraints X1+X2 ≤ 2 

    2X1+2X2 ≥ 8 

    X1, X2 ≥ 0 

 

0

5

10

15

20

25

30

35

40

45

0 10 20 30 40 50 60 70 80 90 100

C1

C2

A(0,0)
B(20,0)

C(2.5,35)

C1

C2

Extreme points Coordinates Objective fn 

A (0,0) Z=3(0)+4(0)=0 

B (0,20) Z=3(0)+4(20)=60 

C (2.5,3.5) Z=3(2.5)+4(3.5)=147.5 

D (0,35) Z=3(0)+4(35)=144 
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Solution: 

  X1+X2  = 2   …….. eqtn 1 

  2X1+2X2  = 8 ……...eqtn 2 

Let X1=0 in eqtn 1      Let X2=0 in eqtn 1 

0 + X2 = 2       X1  = 2 

      

 

 

Let X1= 0 in eqtn 2     Let X2=0 in eqtn 2 

2 (0) + 2X2 = 8      2X1 + 2(0) = 8 

X2 = 4       X1= 4   

 

 

 

There is no common region and no solution to this LPP 

 

 

 

 

 

 

 

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

0 1 2 3 4 5

c1

c2

X1 X2 

0 2 

2 0 

X1 X2 

0 4 

4 0 
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SIMPLEX METHOD 

INTRODUCTION 

 The simplex method is also called simplex technique. 

 It was developed by an American mathematician G.B. Dantzing 

 The simplex method is a technique of solving linear programming problems by 

obtaining a feasible solution and by iterative procedure, improving this solution until 

the optimal solution is reached. 

 The simplex method we have to convert the inequality constraints to equality 

constraints. 

 If the inequality is of the form ≤, by adding a positive variable, referred to as slack 

variables, to the LHS of the inequality to convert into equality. 

 If the inequality is of the form ≥, a positive variable is subtracted from the LHS of the 

constraints to convert into equality. 

DEFINE:  

The simplex method is also called simple techniques. It was developed by G.B. 

Dantzing. An American mathematical. It is a powerful iterative method. 

DEFINE: SOLUTION 

 A set of values x1, x2,…,xn which satisfies the constraints of the LPP is called its 

solution. 

FEASIBLE SOLUTION: 

A feasible solution to a LPP which satisfies the non – negativity restrictions of the LPP is 

called its feasible solution. 

OPTIMUM (OR) OPTIMAL SOLUTION: 

Any feasible solution which optimizes (max (or) mini). The objective function of the 

LPP is called its optimum solution (or) optimal solution. 

BASIC SOLUTION: 

Given a system of m linear equations with n variables (m < n). The solution obtained by 

setting (n – m) variables equal to zero and solving for the remaining m variables is called a 

basic solution. 

BASIC AND NON – BASIC VARIABLES: 

 The m variables are called Basic variables and they form the Basic solution. 

 The (n – m) variables which are put to zero are called as non – Basic variables. 

BASIC FEASIBLE SOLUTION: 

 A Basic feasible solution which satisfies the non – negativity restrictions (or) 

constraints is called Basic feasible solution. 
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 A Basic feasible solution of two types. 

i) Degenerate solution  ii)    Non – degenerate solution 

i) Degenerate solution: 

A Basic feasible solution is called degenerate if atleast one basic variable possesses 

zero value. 

ii) Non – degenerate solution: 

A Basic feasible solution is called non – degenerate if all the basic variables are non – 

zero & positive. 

UNBOUNDED SOLUTION: 

 A solution which increases (or) decreases the value of the objective function 

indefinitely is  called an unbounded solution. 

SLACK VARIABLES: 

 Let the constraints of a general LPP be. 

1

( 1,2,..., )
n

ij j i

j

a x b i k


            1 

Then the non – negative variables si which are introduced to convert the inequalities 

(1) to the equalities. 

1

( 1,2,..., )
n

ij j i j

j

a x S b i k


   are called slack variables. 

SURPLUS VARIABLES: 

 If the constraints of a general in LPP be  

1

( , 1,...)
n

ij j i

j

a x b i k k


               1 

Then the non – negative variables Si which are introduced to convert the inequalities (1) to 

the equalities. 

1

( , 1,...)
n

ij j i i

j

a x S b i k k


    are called surplus variables. 

SIMPLEX ALGORITHM: 

Step 1: If the objective function is minimization, then convert in to maximization by using  

min z = - max( -z ). 

Step 2: If any bi is negative, multiply this in equation by -1 so as to get all bi’s are non – 

negative. 



92 
 

Step 3: Convert all constraints into equations by introducing slack (or) surplus variables in 

the constraints. Put the cost of these variables to zero and if all Zj – Cj are the cost of the basic 

variables are zero. The IBFS is, 

x1 = 0, x2 = 0, x3 = 0, S1 = 3, S2 = 2. 

PROCEDURE FOR SOLVING BY SIMPLEX METHOD: 

Step 1: check whether the objective function is to be maximized or minimized. If it is to be 

minimized, then convert it into a problem of maximization by 

   Minimize Z = - Maximize (-Z) 

Step 2: convert the inequality constraints into equality constraints by introducing the slack 

variables. 

step 3: introduce zero co-efficient to the slack variables in the objective function. 

 i.e.,4𝑥1+7𝑥2 + 0𝑠1 + 0𝑠2 

step 4: The general form of the simplex table is  

 𝑐𝑗    (𝑐1         𝑐2              … … . . .       0)     

𝑐𝑏 𝑌𝑏 𝑋𝑏 𝑋1 𝑋2 𝑋3 𝑆1 𝑆2 𝑆3 RATIO 

     

 

Body 

matrix 

  

 

 

 

Unit 

matrix                    

  

 

𝑍𝑖 − 𝐶𝑗 

     𝑍0 𝑍1−𝐶1  𝑍2−𝐶2 … … … … 

Here 𝐶𝑗denotes the co-efficients of the variables in the objective function. 

 𝐶𝑏 denotes the co-efficients of the basic variables in the objective function. 

              𝑌𝑏      denotes the basic variables. 

             𝑋𝑏      denotes the values of the  basic variables. 

     (𝑍𝑖 − 𝐶𝑗) denotes the net evaluations (or) index for each column. 

Step5 : compute the net evaluations 

(i) If all  𝑍𝑖 − 𝐶𝑗 ≥0 i.e., positive , then the current basic feasible solution 𝑋𝑏is optimal. 

(ii) If any one of the 𝑍𝑖 − 𝐶𝑗≤ 0 i.e., negative, then go to the next step. 
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Step 6: ( To find the entering variable) 

  The entering variable is the non-basic variable corresponding to the most 

negative. The entering variable is known as pivot column (or) key column, which is shown 

market with an arrow at the bottom. 

Step 7: (To find the leaving variable) 

 Compute the ratio = Min {
Xb

entering

variable

} i.e., Min +ve 

  Then find out the minimum +ve value. i.e., the leaving variable row is called 

pivot row and the intersection of the pivot row and pivot column is called pivot element (or) 

key element.  

Step 8:  

 Drop the leaving variable and introduce the entering variable. Convert the pivot 

element to be 1 and other elements to zero by making use of  

(i) New pivot equation = 
old pivot equation

pivot element
 

(ii) New equation = old equation –   corresponding      X     new  

column of co-eff         pivot equation 

Step 9: 

 Go to step 5 and repeat the computational procedure until either an optimum solution 

is obtained or there is an indication of an unbounded solution. 

PROBLEM 1: 

Solve the following LPP by simplex method. 

Max Z= 4X1+7X2 

Sub to the constraints 

 4X1+3X2 ≤ 12 

 3X1+4X2 ≤ 12 

 X1, X2 ≥ 0 

Solution: 

Introducing slack variables we get, 

 4X1+3X2 +1S1+0S2= 12 

 3X1+4X2 +0S1+1S2 = 12 
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Max Z= 4X1+7X2+0S1+0S2 

Sub to the constraints 

4X1+3X2 +1S1+0S2= 12 

 3X1+4X2 +0S1+1S2 = 12 

CB YB, XB, Cj, Zj, ,Zj-Cj 

INITIAL ITERATION: 

  

Cj 4 7 0 0 
Ratio 

CB YB XB X1 X2 S1 S2 

0 S1 12 4 3 1 0 12/3=4 

0 S2 12 3 4 0 1 12/4=3 

 

Zj 0 0 0 0 0 

 

 

Zj-Cj   -4 -7 0 0 

 
 

S2 leaves the basis and X2 enter the basis. 

New X2 = Pivot row / pivot element 

New S1 = Old S1 – 4 * new pivot eqtn 

 

FIRST ITERATION: 

    Cj 4 7 0 0 

CB YB XB X1 X2 S1 S2 

0 S1 3 1.75 0 1 -0.75 

7 X2 3 0.75 1 0 0.25 

  Zj 21 5.25 7 0 1.75 

  Zj- Cj   1.25 0 0 1.75 

Max Z= 4X1+7X2  X1 = 0, X2 = 3 

 Z= 4(0) + 7(3) =21 

PROBLEM 2: 

Solve the following LPP by simplex method. 

Max Z = X1+4X2+5X3 

Sub to the constraints 3X1+3X2 ≤ 22    

X1+2X2+3X3 ≤ 14 

   3X1+2X2 ≤ 14,     

X1,X2,X3 ≥ 0 
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Solution: 

 By introducing slack variables we get, 

 Max Z = X1+4X2+5X3+0S1+0S2+0S3 

Subject to the constraints 

3X1+3X2 +1S1+0S2+0S3= 22 

   X1+2X2+3X3+0S1+1S2+0S3 = 14 

   3X1+2X2+0S1+0S2+1S3 =14 

And X1, X2,X3 ,S1,S2,S3 ≥ 0 

INITIAL ITERATION: 

    Cj 1 4 5 0 0 0 
Ratio 

CB YB XB X1 X2 X3 S1 S2 S3 

0 S1 22 3 3 0 1 0 0 22/0=∞ 

0 S2 14 1 2 3 0 1 0 14/3=4.67 

0 S3 14 3 2 0 0 0 1 14/0=∞ 

  Zj 0 0 0 0 0 0 0   

  Zj- Cj   -1 -4 -5 0 0 0   

New X3 = Pivot eqtn/3 

FIRST ITERATION: 

New X2 = Old S3 / 2 

New X3 = Old X3 – 0.67(  New X2) 

New S1 = Old S1 – 3(New X2) 

 

 

    Cj 1 4 5 0 0 0 
Ratio 

CB YB XB X1 X2 X3 S1 S2 S3 

0 S1 22 3 3 0 1 0 0 22/3=7.33 

5 X3 4.67 0.3 0.67 0 0 1 0 
4.67/0.67 

=6.97 

0 S3 14 3 2 0 0 0 1 14/2=7 

  Zj   1.5 3.35 5 0 1.5 0   

  Zj- Cj   0.5 -0.05 0 0 1.5 0   
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SECOND ITERATION: 

 

 Max Z = X1+4X2+5X3 X1 = 0, X2 = 7 , X3 = -0.02 

          Z = 0+4(7)+5(-0.02) 

          Z = 0+28-0.1 

 Max Z =  27.9 

PROBLEM 3: 

Maximize Z = 21X1+15X2 

 Subject to -X1-2X2 ≤ 6 

   4X1+3X2 ≤ 12 and  

   X1 , X2 ≥ 0 

Solution: 

By introducing slack variables we get  

 Maximize Z = 21X1+15X2+0S1+0S2 

Subject to     -X1-2X2+S1 = 6 

       4X1+3X2 +S2 = 12 and 

        X1, X2, S1, S2 ≥ 0 

 

INITIAL ITERATION: 

    Cj 21 15 0 0  

Ratio 

CB YB XB X1 X2 S1 S2 

0 S1 6 1 2 1 0 6 

0 S2 12 4 3 0 1 3 

  Zj 0 0 0 0 0  

  Zj- Cj   -21 -15 0 0  

 

 

    Cj 1 4 5 0 0 0 

CB YB XB X1 X2 X3 S1 S2 S3 

0 S1 1 -1.5 0 0 1 0 -1.5 

5 X3 -0.02 0.7 0 1 0 0.3 -0.34 

4        X2 7 1.5 1 0 0 0 0.5 

  Zj  27.9 2.45 4 5 0 1.5 3.3 

  Zj- Cj   1.45        0 0 0 1.5 3.3 
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S2 leaves the basis and X1 enters the basis. 

New X1 = Old S2/ 4 

New S1 = Old S1 - New X1 

FIRST ITERATION: 

    Cj 21 15 0 0 

CB YB XB X1 X2 S1 S2 

0 S1 3 0 1.25 1 -0.25 

21 X1 3 1 0.75 0 0.25 

  Zj 63 21 15.75 0 5.25 

  Zj- Cj   0 0.75 0 5.25 

Maximize Z = = 21X1+15X2 where X1 = 3, X2 

      Z = 21(3) + 15(0) = 63 

PROBLEM 4: 

Solve the following LPP by simplex method 

Maximize Z=X1+2X2+X3 

Subject to the constraints 

 2X1+X2-X3 ≤ 2 

 -2X1+X2-5X3 ≤ 6 

 4X1+X2+X3 ≤ 6  and 

 X1 , X2 , X3  ≥ 0 

Solution: 

By introducing the slack variables we get  

Maximize Z=X1+2X2+X3+0S1+0S2+0S3 

Subject to the constraints 

 2X1+X2-X3 +S1 = 2 

-2X1+X2-5X3+S2  = 6 

 4X1+X2+X3+S3 = 6   and 

 X1 , X2 , X3 , S1, S2, S3 ≥ 0 
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INITIAL ITERATION: 

    Cj 1 2 1 0 0 0 
Ratio 

CB YB XB X1 X2 X3 S1 S2 S3 

0 S1 2 2 1 -1 1 0 0 2/1=2 

0 S2 6 2 -1 5 0 1 0 6/1=6 

0 S3 6 4 1 1 0 0 1 6/1=6 

  Zj 0 0 0 0 0 0 0   

  Zj- Cj   -1 -2 -1 0 0 0   

S1 leaves the basis and X2 enters the basis. 

New S2 = Old S2 + New X2 

New S3 = Old S3 – New X2 

FIRST ITERATION: 

  

 
  Cj 1 2 1 0 0 0 

Ratio 

CB YB XB X1 X2 X3 S1 S2 S3 

2 X2 2 2 1 -1 1 0 0 -2 

0 S2 8 4 0 4 1 1 0 2 

0 S3 4 2 0 2 -1 0 1 2 

  Zj   4 2 -2 2 0 0   

  Zj- Cj   3 0 -3 2 0 0   

 

S2 laves the basis and X3 enters the basis. 

New X3 = Old S2 / 4 

New X2 = Old X2 + New X3 

New S3 = old S3 – 2(New X3) 

Second Iteration: 

    Cj 1 2 1 0 0 0 

CB YB XB X1 X2 X3 S1 S2 S3 

2 X2 4 3 1 0 1.25 0.25 0 

1 X3 2 1 0 1 0.25 0.25 0 

0 S3 4 2 0 0 -1 0 1 

  Zj   7 2 1 2.75 0.75 0 

  Zj- Cj   6 0 0 2.75 0.75 0 
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Since all Zj- Cj are positive, X2 = 4, X3 = 2 

 Maximize Z = X1+2X2+X3 

        Z = 0+2(4)+2 

  Maximize Z = 10. 

BIG-M METHOD (Method of penalties) 

 The Big-M method is an alternative method of solving a LPP involving artificial 

variables. In this method we assign a very high penalty (say M) to the artificial variables in 

the objective function. 

The iterative procedure of the algorithm is given below: 

Step 1: Write the given LPP into its standard form. 

Step 2: Add artificial variable to the left side of each equation. Assign a high penalty to these 

variables in objective function. 

Step 3: Apply simplex method to the modified LPP. Following cases may arise at the last 

iteration: 

i) At least one artificial variable is present in the basis with zero value. In such a case the 

current optimum basic feasible solution is degenerate. 

ii) At least one artificial variable is present in the basis with positive value. In such case, the 

given LPP does not possess an optimum solution. The given problem is said to have a 

pseudo-optimum basic feasible solution. 

PROBLEM 1: 

Use penalty (or Big M ) method to  

 Maximize Z= 6X1+4X2  

 Subject to         2X1+3X2 ≤ 30 

    3X1+2X2 ≤ 24 

    X1+X2 ≥ 3 And X1, X2 ≥ 0 

Solution: 

Introducing slack variables S1 &S2 , surplus variable S3 we get 

Maximize Z= 6X1+4X2+0S1+0S2-MS3  

Subject to the contraints, 

                 2X1+3X2 +S1= 30 

     3X1+2X2 +S2 =24 

     X1+X2 –S3+A1= 3   

And  X1, X2 ,S1, S2, S3 ≥ 0 
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INITIAL ITERATION: 

    Cj 6 4 0 0 (-M) 
Ratio 

CB YB XB X1 X2 S1 S2 S3 

0 S1 30 2 3 1 0 0 30/2=15 

0 S2 24 3 2 0 1 0 24/3=8 

(-M) S3 3 1 1 0 0 -1 3/1=3 

  Zj 0 (-M) (-M) 0 0 M   

  Zj- Cj   (-M-6) (-M-4) 0 0 2M   

S3 leaves the basis and  X1 enters the basis. 

New X1 = Old S3 

New S1 = Old S1-2(New X1) 

New S2 = Old S2-3(New X1 ) 

First Iteration:  

    Cj 6 4 0 0 (-M) 

CB YB XB X1 X2 S1 S2 S3 

0 S1 24 0 1 1 0 2 

0 S2 15 0 -1 0 1 3 

6 X1 3 1 1 0 0 -1 

  Zj   6 6 0 0 -6 

  Zj- Cj 18 0 2 0 0 M-6 

Since all Zj- Cj are positive and X1=3,  X2=0 

Maximize Z =  6X1+4X2 

Maximize Z= 6(3)+4(0) 

      Z= 18 

PROBLEM 2: 

Maximize Z =  3X1+2X2 Subject to the constraints, 

  2X1+X2 ≤ 2 

3X1+4X2 ≥ 12 

And X1, X2 ≥ 0 

Use penalty method to solve the LPP . 
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Solution: 

Introducing slack variable S1 & surplus variable S2 we get 

Maximize Z= 3X1+2X2+0S1-MS2  

Subject to the constraints, 

  2X1+X2 +S1 = 2 

3X1+4X2 –S2+A1 = 12 

 And X1, X2, S1, S2 ≥ 0 

INITIAL ITERATION: 

    Cj 3 2 0 (-M) 

Ratio 

CB YB XB X1 X2 S1 S2 

0 S1 2 2 1 1 0 2 

(-M) S2 12 3 4 0 -1 3 

  Zj 0 (-3M) (-4M) 0 M   

  Zj- Cj   (-3M-3) (-4M-2) 0 2M   

S1 leaves the basis and X2 enters the basis. 

New S2 = Old S2 – 4(New X2) 

FIRST ITERATION: 

    Cj 3 2 0 (-M) 

CB YB XB X1 X2 S1 S2 

2 X2 2 2 1 1 0 

(-M) S2 4 -5 0 -4 -1 

  Zj 0 5M+4 0 4M+1 M 

  Zj- Cj   5M+1 0 4M+2 2M 

 

Here the coefficient of M in Each Zj- Cj is non – negative and an artificial vector appears in 

the basis and not at the zero level. Thus the given LPP does not possess any feasible solution. 
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UNIT – V 

TRANSPORTATION PROBLEM: 

 The transportation problem is one of the subclasses of LPP. In which the objective is 

to transport various quantities of a single homogeneous commodity that are initially stored at 

various origins, to different destinations in such a way that the total transportation cost is 

minimum. To achieve this objective we must know the amount and location of available 

supplies and the quantities demanded. In addition, we must know the costs that result from 

transporting one unit of commodity from various origins to various destinations. 

Definition of Transportation problem: 

 Transportation deals with the transportation of a commodity from ‘m’ sources to ‘n’ 

destinations. 

1. Level of supply at each sources and the amount of demand at each destinations and 

2. The unit transportation cost of commodity from each sources to each destination are 

known (given). It is also assumed that the cost of transportation is linear. 

The objective is to determine the amount to be shifted from each source to each destination 

such that the total transportation cost is minimum. 

Mathematical formulation of a Transportation problem: 

 A transportation problem (TP) is a special type of LPP. Its mathematical model is as 

follows 

1 1

m n

ij ij

i j

MinimizeZ C X
 

  

Subject to the constraints, 

1

1

1, 2,3,...,

1, 2,3,..., .

n

ij i

j

n

ij j

i

X a i m

X b j n





 

 




 

And non – negativity restrictions. 

 Xij ≥ 0 ∀ i and j. 

Note: The two sets of constraints will be consistent is  

1 1

m n

i j

i j

a b
 

   

(total supply)      (total demand) 

Which is the necessary and sufficient condition for a transportation problem to have a 

feasible solution. Problems satisfying this condition are called Balanced Transportation 

problems. 
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STANDARD TRANSPORTATION TABLE: 

Symbols: Let there be m sources or origins O1, O2, ...Oi,...Om. Let there be n destination  

D1, D2,...,Dj,...Dn. Let the cost of transportation of one unit of the commodity from the ith 

source Oi to the jth destination Dj be Cij. 

 Let the no.of units of the commodity transported from the ith source Oi to the jth 

destination Dj be Xij. 

 Let ai be the no.of units available (availability (or) supply (or) capacity) ith source. 

1

.
n

i ij

j

a X


    

 Let bj be the number of units required (requirement (or) demand) at jth destination. 

 
1

.
m

j ij

i

b X


   

The following is a model transportation table which consists of a cost matrix and rim 

requirements. 

TRANSPORTATION TABLE: 

  

Destination 

 

 
 

1 2 … n Supply 

Origin 

1 C11 C12 … C1n a1 

2 C21 C22 … C2n a2 

… … … … … … 

m Cm1 Cm2 … Cmn am 

 

Demand b1 b2 … bn 

 

Definitions: 

Feasible solution: 

 A set of non – negative values of Xij (Allocations made from m sources to n 

destinations) which satisfy the rim conditions is called a feasible solution to be the 

transportation problem. 

Basic feasible solution to the LPP  

A feasible solution to a transportation problem that contains no more than m+n-1 non 

negative allocations is called basic feasible solution to a transportation problem. 
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Non Degenerate Basic Feasible Solution: 

A basic feasible solution to a transportation problem is said to be non degenerate if its 

contains exactly m+n-1 non negative allocations in independent solutions. 

Degenerate Basic Feasible Solution: 

A basic feasible solution that contains less than m+n-1 degenerate basic feasible 

solution. 

Optimal Solution: 

 A feasible solution that minimizes the transportation cost is called an optimal 

solution. 

BALANCED AND UNBALANCED TRANSPORTATION PROBLEMS: 

 A transportation problem is said to be balanced if the total supply from all the sources 

is equal to the total demand in all the destinations. 

i.e., ∑ai = ∑bj 

A transportation problem is said to be unbalanced if the total supply from all the sources is 

not equal to the total demand in all the destinations. 

i.e., ∑ai ≠ ∑bj 

 By adding a dummy destination with zero unit costs and demand = ∑ai - ∑bj if  

 ∑ai >∑bj or a dummy sources with zero unit costs and supply =∑bj - ∑ai  if  ∑ai < ∑bj, a 

balanced transportation problem can be got from an unbalanced one. 

FINDING AN INITIAL BASIC FEASIBLE SOLUTION : 

There are three methods available to obtain the IBFS. They are 

i) North-West corner Rule(NWCR) 

ii) Least cost method(LCM) 

iii) Vogel’s Approximation method(VAM) 

 

North-West corner Rule(NWCR) 

It is a simple and efficient method. Various steps of the method are: 

Step 1 

First step is to check whether the demand= supply, then it is a balanced transportation 

problem if not, convert the unbalanced transportation problem in to balanced one by adding 

dummy row or column with zero cost.  
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Step 2 

Select the upper left hand corner of the transportation problem. Allocate the 

maximum possible units between the supply and demand requirements. Either the capacity or 

supply or the requirement or demand is satisfied. 

Step 3 

Delete that row or column which has no values ie fully exhausted for supply or 

demand 

Step 4 

Then the new reduced table again select the north west corner cell and allocate the 

available values. 

Step 5 

 Repeat steps 2 and 3 untill all the supply and demand values are zero. 

PROBLEM 1: 

Find the IBFS for the following transportation problem. 

 

D E F F Supply 

A 4 8 10 16 100 

B 7 2 3 1 200 

C 5 9 11 12 300 

Demand 160 240 105 95 

 Solution: 

∑ai=∑bj = 600. It is balanced transportation problem. 

100 4 8 10 16 100 

 

7 2 3 1 200 

5 9 11 12 300 

 

160 

60 

240 105 95  

 

60 7 2 3 1 200 

140  

5 9 11 12 300 

 

60 240 105 95  
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140 7 3 1 140 

 

5 11 12 300 

 

240  

100 

105 95  

 

100 5 11 12 300 

200  

100 105 95  

 

 

 

100 4 8 10 16 

 

60 7 140 2 3 1 

  

5 100 9 105 11 95 12 

   

Transportation cost  = 100x4 + 7x60 + 2x140 + 9x100 + 11x105 + 12x95= 4295                 

1. Find IBFS to the transportation problem 

 D E F G Supply 

A 1 2 1 4 30 

B 3 3 2 1 50 

C 4 2 5 9 20 

Demand 20 40 30 10  

Solution: 

∑ai=∑bj = 100. It is balanced transportation problem. 

20 1 2 1 4 30     

10  

3 3 2 1 50 

4 2 5 9 20 

 

20 

 

40 30 10  

 

95 12    95 

 

95  

105 11 12  200  

95  

105 95  
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10 2 1 4      10 

 

3 2 1 50 

2 5 9 20 

 

40     

30 

30 10  

 

30 3 2 1      50   

20  

2 5 9 20 

 

     30 30 10  

 

20 2 1         20 

 

5 9 20 

 

        30 

10 

10  

 

10 5 10 9         20 

  

10 10  

 

20 1 10 2 1 4 

  

3 30 3 20 2 1 

  

4 2 10 5 10 9 

  

Transportation cost = (20x1) + (10x2) + (30x3) + (20x2) + (10x5) + (10x9) = 310 

2. Find IBFS for the following transportation problem 

 D E F G Supply 

A 11 13 17 14 250 

B 16 18 14 10 300 

C 21 24 13 10 400 

Demand 200 225 275 250  

Solution: 

Since ∑ ai = ∑ bj = 950. It is balanced transportation problem. 
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200 11 13 17 14 250    

50  

16 18 14 10 300 

21 24 13 10 400 

200 225 275 250  

 

50 13 17 14     50 

 

18 14 10 300 

24 13 10 400 

225     

175 

275 250  

 

175 18 14 10     300  

125  

24 13 10 400 

     175 275 250  

 

 

 

 

200 11 50 13 17 14 

  

16 175 18 125 14 10 

  

21 24 150 13 250 10 

  

Transportation cost = (11x200)+(13x50)+(18x175)+(14x125)+(13x150)+(10x250) = 12,200  

LEAST COST METHOD(LCM): 

This method takes into account the minimum unit cost and can be summarized as follows: 

Step 1: 

Select the cell having lowest unit cost in the entire table and allocate the minimum of 

supply and demand values in that cell. 

Step 2: 

Then eliminate the row or column in which supply and demand values are same,either 

of the row or column can be eliminated. 

 

125 14 10       125 

 

13 10 400 

     275 

150 

250  

150 13 250 10       400 

  

      150 250  
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Step 3: 

 In case, the smallest cost is not unique, then select the cell where maximum 

allocation can be made. 

Step 4:  

Repeat the process with next lowest unit cost and continue until the entire  available  

supply at various sources and demand at destinations are satisfied. 

PROBLEMS:  

1. Obtain IBFS using LCM. 

 S T U V Suply 

P 11 13 17 14 250 

Q 16 18 14 10 300 

R 21 24 13 10 40 

Demand 200 225 275 250  

Solution: 

Since ∑ ai = ∑ bj = 950. It is balanced transportation problem. 

 

11 13 17 14 250 

16 18 14 10 300 

21 24 13 
250 

10 
400  

150  

200 225 275 250  

 

13 17 
250  

50 

18 14 300 

24 13 150 

225 275  

 

13 17 50 

18 14 300 

24 
150 

13 150 
 

225 
275  

125 
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200 
11 

50 
13 17 14 

  

16 
175 

18 
125 

14 10 
  

21 24 
150 

13 
250 

10 
  

Transportation cost = (11x200)+(13x50)+(18x175)+(14x125)+(13x150)+(10x250) = 12,200       

2. Obtain IBFS for the transportation problem. 

 G1 G2 G3 Supply 

F1 10 9 8 8 

F2 10 7 10 7 

F3 11 9 7 9 

F4 12 14 10 4 

Demand 10 10 8  

 

Solution: 

Since ∑ ai = ∑ bj = 28. It is balanced transportation problem. 

10 9 8 8 

10 7 7 10 7 

 

11 9 7 9 

12 14 10 4 

10 10             

3 

8  

 

10 9 8 8 

11 9 8 7 9                    

1  

12 14 10 4 

10            3 8  

 

  

 

 

 

50 
13 17 50 

 

18 14 300 

225  

175 
125  

175 
18 

125 
14 300 

  

175 125  

10 3 9 8                                             

5  

11 9          1 

12 14 4 

10            3  

5 10            5 

 

1 11            1 

 

4 12 4 

 

10  
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5 10 3 9 8 

  

10 7 7 10 

 

1 11 9 8 7 

  

4 12 14 10 

 

Transportation cost = (10x5)+(9x3)+(7x3)+(11x1)+(12x4)+(7x8) 

                   = 241 

3. Find IBFS using LCM. 

1 2 3 4 6 

4 3 2 0 8 

0 2 2 1 10 

4 6 8 6  

Solution: 

Since ∑ ai = ∑ bj = 24. It is balanced transportation problem. 

1 2 3 4 6 

4 3 2 6 0 8                             

2  

0 2 2 1 10 

4 6 8 6  

 

1 2 3 6 

4 3 2          2 

4 0 2 2 10                            

6  

4 6 8  

 

  

  

 

6 2 3 6 

 

3 2          2 

2 2         6 

6 8  

2 2          2 

 

6 2         6 

 

8  
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1 6 2 3 4 

 

4 3 2 2 6 0 

  

4 0 2 6 2 1 

  

 

Transportation cost = (2x6)+(2x2)+(0x4)+(2x6)+(0x6) = 28 

VOGELS APPROXIMATION METHOD(VAM): 

The Vogel’s approximation method takes into account not only the least cost cij but also the 

costs that just exceed cij. The steps of the method are given below. 

Step 1 

Calculate penalties for each row and each column by taking the difference between 

the smallest cost and next highest cost available in that row or column. If there are two costs 

then the penalty is zero. 

Step 2: 

Select the row or column which has largest penalty and make the allocation in the cell 

having least cost in the selected row or column. If two or more equal penalties exists select 

one where a row or column contains minimum unit cost. 

Step 3: 

Delete the row or column which has satisfied the supply and demand 

Step 4: 

Repeat step 1 and 2 until entire supply and demands are satisfied. 

PROBLEMS: 

1. Find out IBFS using VAM. 

9 12 9 6 9 10 5 

7 3 7 7 5 5 6 

6 5 9 11 3 11 2 

6 8 11 2 2 10 9 

4 4 6 2 4 2  

Solution:  

Since ∑ ai = ∑ bj = 22. It is balanced transportation problem. 

9 12 9 6 9 10 5 (3) 

7 3 7 7 5 2 5 6                                 

4 

(2) 

 

6 5 9 11 3 11 2 (2) 

6 8 11 2 2 10 9 (0) 

4 4 6 2 4 2   

(0) (2) (2) (4) (1) (5) 
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9 12 9 6 9 5 (3) 

7 3 7 7 5        4 (2) 

(2) 
6 5 9 11 3 2 

6 8 11 2 2 2 9                               

7 

(0) 

 

4 4 6 2 4   

(0) (2) (2) (4) (1)   

 

9 12 9 9 5 (0) 

7 3 7 5        4 (2) 

(2) 
6 5 9 3 2 

6 8 11 4 2 7                        

3                                                        

(4) 

 

4 4 6 4  

(0) (2) (2) (1)  

 

 

9 12 9 5 (0) 

7 4 3 7        4 (4) 

(1)  

6 5 9 2 

6 8 11        3                                                        (2) 

4 4 6  

(0) (2) (2)   

 

   

 

 

 

 

 

9 9 5 (0) 

(3)    6 9 2 

3 6 11        3                                                        (5) 

 

4                        

1 

6  

(0) (0)   

9 9 5 (0) 

(3) 1 6 9 2                             

1  

 1 6  

(3) (0)   

5 9 5 (9) 

(9)  

1 9 1 

 

6  

(0)   
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9 12 5 9 6 9 10 

 

7 3 7 7 5 2 5 

 

1 6 5 1 9 11 3 11 

  

3 6 8 11 7 2 4 2 10 

   

Transportation cost = (9x5)+(5x2)+(6x1)+(9x1)+(6x3)+(2x7)+(2x4) = 122 

2. Find IBFS for the transportation problem. 

40 25 22 33 200 

44 35 30 30 60 

38 38 28 30 140 

200 40 120 40  

 

Solution: 

Since ∑ ai = ∑ bj = 400. It is balanced transportation problem. 

40 40 25 22 33 200                             

160 

(3) 

 

44 35 30 30 60 (0) 

38 38 28 30 140 (2) 

200 40 120 40   

(2) (10) (6) (0)   

 

40 120 22 33        160                                 

40 

(11) 

 

44 30 30 60 (0) 

38 28 30 140 (2) 

200 120 40   

(2) (6) (0)   

 

    

 

40 40 33      40 (11) 

 

44 30 60 (0) 

38 30 140 (2) 

200 40   

(2) (0)   
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60 44 60 (44) 

 

140 38 140 (38) 

 

200   

(6) 

 

  

40 40 25 120 22 33 

  

60 44 35 40 30 30 

  

140 38 38 28 30 

 

Z= (25x40)+(22x120)+(30x40)+(44x60)+(38x140) = 12640 

MODIFIED DISTRIBUTION METHOD(MODI): 

PROCEDURE FOR MODI METHOD: 

Step 1: 

Find the initial basic feasible solution using VAM or  NWCR or LCM method. 

Step 2: 

Check the number of occupied cells. if there are less than m+n-1,degenerancyexistsand we 

introduce a very small quantity € equal to zero in suitable independent situations.so that the 

unoccupied cells is exactly equal to m+n-l 

Step 3: 

 Find Ui and Vj starting Ui orVj for which the corresponding row or column has maximum 

number of allocations. 

Step 4:  

Find dij= Cij-(ui+vj) from the non allocated cell. 

Step 5: 

Examine the net evaluations  

If all dij> 0, then the solution under the test is optimal and unique 

If all dij> 0, with at least one dij = 0 then the solution under the test is optimal and the 

alternative optimal solution exists. 

If all dij<0, then the solution is not optimal. Go to next step. 
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Step 6:  

Form a loop starting from the negative dij named as +𝜃 and – 𝜃 alternatively at the corners of 

the loop. 

Step 7: 

Choose the minimum of the allocations from the cells having – 𝜃 .add this minimum 

allocations to the cells with +𝜃 and subtract this minimum allocations to the cells with– 𝜃 

Step 8: 

Continue the procedure from  step 2 to 5 until all the dij’s are positive  and optimum solution 

will be reached . 

Degeneracy in transportation problem: 

In a transportation problem with m sources  of supply and  n demand destinations ,the 

test of optimality of any feasible solution requires allocations in m+n-1.if this is not satisfied 

then the transportation problem is said to be a degenerate problem. Degeneracy may exists at 

the initial stage or intermediate stage. 

Resolving degeneracy transportation problem: 

To resolve degeneracy transportation problem, we allocate a small quantity to one or more 

empty cells of a transportation table, so that the occupied cells becomes m+n-1 at 

independent positions. We denote this small amount by ∈ (epsilon) satisfying the following 

conditions: 

(i) 0 <∈<𝑥𝑖𝑗, for all 𝑥𝑖𝑗> 0 

(ii) 𝑥𝑖𝑗±∈ = 𝑥𝑖𝑗, for all 𝑥𝑖𝑗> 0 

The cells containing ∈ are then treated like other occupied cells and the problem is 

solved in the usual way. The ∈ ′𝑠 are kept till optimum solution is attained. Then 

we let each ∈→ 0. 

Problems: 

1. Find the optimal solution to the transportation problem 

 W1 W2 W3 Supply 

M1 12 11 20 1000 

M2 10 12 14 2000 

M3 15 12 10 1500 

Demand 1200 1900 1400  

 

Solution: 

Since ∑ ai = ∑ bj = 4500. It is balanced transportation problem. 
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12 11 20 1000 (1) 

10 12 14 2000 (2) 

15 12 1400 10 1500       

100 

(2) 

 

1200 1900 1400   

(2) (1) (4) 
 

  

 

12 11 1000 (1) 

10 12 2000 (2) 

15 100 12        100 (3) 

 

1200 1900    

1800 

  

(2) (1)   

 

 

  

 

 

   

  

 

 

Z= (10x1200)+(11x1000)+(12x800)+(12x100)+(10x1400) 

Z = 47800 

To find the optimal solution: 

For basic cells (or) occupied cells: 

 

 

 

12 11 1000 (1) 

 

1200 

10 12 2000 

800 

(2) 

 

1200          1800   

(2) (1)   

1000 11 1000 (1) 

 

800 12  

800 

(2) 

 

         1800   

(1)   

12 1000 11 20 

 

1200 10 800 12 14 

  

15 100 12 1400 10 

  

 11  u1=11 

10 12  u2=12 

 12 10 u3=12 

v1= -2 v2=0 v3= -2  
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Cij = ui+vj  

12=u3+v2  11=u1+v2 12=u2+v2 10=u3+v3 10= u2+v1 

 12 =u3+0  11=u1+0 12= u2+0 10=12+v3 10=12+v1 

 12=u3   11= u1  12 = u2  -2 = v3  -2 = v1 

 

For non-basic cells: 

 

 

dij = cij – (ui+vj) 

d11 = c11-( u1+v1) = 12 - (11+ (-2) ) = 3 

d13 = c13-( u1+v3) = 20 - (11+(-2)) = 11 

d23 = c23-( u2+v3) = 14 – (12+(-2)) = 4 

d31 = c31-( u3+v1) = 15 – (12+(-2)) = 5 

Since all the dij values are positive, the IBFS is optimal. 

2. Find the optimal solution to the transportation problem. 

19 30 50 12 7 

70 30 40 60 10 

40 10 60 20 18 

5 8 7 15  

Solution: 

Since ∑ ai = ∑ bj = 35. It is balanced transportation problem 

By VAM we get the following solution  

5 19 30 50 2 12 

  

70 30 7 40 3 60 

  

40 8 10 60 10 20 

  

Z= (19x5)+(10x8)+(40x7)+(12x2)+(60x3)+(20x10) = 859 

12  20 u1=11 

  14 u2=12 

15   u3=12 

v1= -2 v2=0 v3= -2  
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To find the optimal solution: 

For basic cells (or) occupied cells: 

19   12 u1=12  

  40 60 u2=60  

 10  20 u3=20  

v1= 7 v2= -10 v3= -20 v4=0   

Cij = ui+vj  

12=u1+v4  19=u1+v1 60=u2+v4 40=u2+v3 10= u3+v2 

 12 =u1+0  19=v1+12 60= u2+0 40=60+v3 10=20+v2 

 12=u1   7= v1  60 = u2  -20 = v3 -10 = v1 

For non-basic cells: 

 30 50  u1=12  

70 30   u2=60  

40  60  u3=20  

v1= 7 v2= -10 v3= -20 v4=0   

dij = cij – (ui+vj) 

d12 = c12-( u1+v2) = 30 - (12+ (-10) ) = 28  

d13 = c13-( u1+v3) = 50 - (12+(-20)) = 58 

d21 = c21-( u2+v1) = 70 – (60+7) = 3 

d22 = c22-( u2+v2) = 30 – (60+(-10)) = -20 

d31 = c31-( u3+v1) = 40 – (20+7) = 13 

d33 = c33-( u3+v3) = 60 – (20+(-20)) = 60 

Hence there is negative in dij. 

5 19   2 12 

  

 +ɵ30 7 40 3 60 

-ɵ   

 8 10  10 20 

+ɵ -ɵ  

5 19   2 12 

  

 3   30 7 40  60 

   

 8 10  10    20 

   

The optimal solution is = (19x5)+(12x2)+(30x3)+(40x7)+(10x8)+(20x10)    = 799. 
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Maximization problem: 

Find the maximum profit for the following T.P 

15 51 42 33 23 

80 42 26 81 44 

90 40 66 60 33 

23 31 16 30  

Solution: 

15 51 42 33 23 

80 42 26 81 44 

90 40 66 60 33 

23 31 16 30  

Subtract each value from the maximum value 90. 

75 39 48 57 23 

10 48 64 9 44 

23 0 50 24 30 33     

10  

23 31 16 30  

 

39 48 57 23 

48 64 30 9 44 

14  

50 24 30 10 

31 16 30  

 

39 48 23 

48 64 14 

50 10 24 10 

 

31 16 

6 
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23 39 48 23 

 

48 64 14 

  

31 

8 

6  

 

8 48 6 64 14 

  

 

8 6  

 

75 23 39 48 57 

 

10 8 48 6 64 30 9 

   

23 0 50 10 24 30 

  

Transportation cost = (23x39)+(48x8)+(0x23)+(24x10)+(9x30)   

         = 2175 

ASSIGNMENT PROBLEM: 

The assignment problem is a particular case of the transportation problem in which 

the objective is to assign a number of tasks (jobs or origins or sources) to an equal number of 

facilities (machines or persons or destinations) at a minimum cost (or maximum profit). 

 Suppose that we have ‘n’ jobs to be performed on ‘m’ machines (one job to one 

machine) and our objective to assign the jobs to the machines at the minimum cost (or 

maximum profit) under the assumption that each machine can perform each job but with 

varying degree of efficiencies. 

The assignment problem can be started in the form of n n  matrix  ijc  called a cost matrix 

(or) Effectiveness matrix where ijc  is the cost of assigning thi  machine to the 
thj  job. 

 

A1 A2 … An Available 

R1 C11 C12 … C1n 1 

R2 C21 C22 … C2n 1 

… .. … … … … 

Rn Cn1 Cn2 … Cnn 1 

Required 1 1 … 1 
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MATHEMATICAL FORMULATION OF AN ASSIGNMENT PROBLEM 

Consider an assignment problem to assigns n jobs to n machines (one job to one machine). 

Let c
ij

 be the unit cost of assigning thi machine to the thj  job and 

                     Let  ijx   =           1, if thj job is assigned to thi  machine 

                                                0, if thj job is not assigned    to thi  machine 

The assignment model is given by the following LPP 

              Minimize Z   =    
1 1

n n

ij ij

i j

c x
 

  

Subject to constraints 

1

n

ij

i

x


    =   1, j = 1,2, … , n 

1

n

ij

j

x


    =    1, i = 1,2, …, n 

and ijx    =  0 (or) 1. 

PROCEDURE FOR ASSIGNMENT PROBLEM:- 

Step :1 

 First check whether the assignment problem is balanced or unbalanced by finding out 

whether the no. of rows is equal to no. of columns. 

Step :2 

 (Reduce the element of each row) 

Identify the smallest cost in each row and subtract it from all the elements of the row and get 

the reduced matrix. 

Step :3 

 (Reduce the element of each column) 

 From the reduced matrix find the smallest cost element  in each column and subtract it 

from all the elements of the column and get the reduced matrix. 

Step :4 

 (make the assignments) 
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a) Examine the rows one by one .if there is only one zero in a row , make the 

assignment by drawing a square around the zero          and cross out all the zero           

in its column.  

b) Examine the columns one by one .if there is only one zero in a column, make the 

assignment by drawing a square around the zero          and cross out all the zero           

in its row.  

Problems: 

1.Solve the following assignment problem. 

  

Machines 

 
 

1 2 3 4 

Jobs 

A 9 26 17 11 

B 13 28 4 26 

C 38 19 18 15 

D 19 26 24 10 

 

Solution: 

No.of rows  =No.of.columns. 

It is balanced assignment problem. 

Consider row: 

0 17 8 2 

9 24 0 22 

23 4 3 0 

9 16 14 0 

 

Consider column: 

 

The assignment is  A 1,  B3,  C2,  D4Assignment cost = 9+4+19+10 = 42 

2.Solve the following assignment problem 

1 2 3 4

A 0 13 8 2

B 9 20 0 22

C 23 0 3 0

D 9 12 4 0

0 0 

0 0 
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Machines 

 
 

1 2 3 4 

Jobs 

A 7 6 8 4 

B 8 9 2 5 

C 11 1 6 7 

D 5 4 9 6 

Solution: 

No.of rows  = No.of. columns. 

It is balanced assignment problem. 

Consider row: 

3 2 4 0 

6 7 0 3 

10 0 5 6 

1 0 5 2 

Consider column: 

 

 

The assignment is A4,  B3,  C2,  D1 

The assignment cost = 4+2+1+5 = 12 

3.Solve the following assignment problem 

9 3 1 13 1 

1 17 13 20 5 

0 14 8 11 4 

19 3 0 5 5 

12 8 1 6 2 

 

1 2 3 4

A 2 2 4 0

B 5 7 0 3

C 9 0 5 6

D 0 0 5 2
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Solution: 

No.ofrows  =No.of.columns.  It is balanced assignment problem. 

Consider row: 

8 2 0 12 0 

0 16 12 19 4 

0 14 3 11 4 

19 3 0 5 5 

11 7 0 5 1 

 

Consider column: 

 

The assignment is 

 

The assignment cost is 3+1+4+0+6 = 14 

4.Solve the following assignment problem 

41 72 39 52 

22 29 49 65 

27 39 60 51 

45 50 48 52 

 

Solution: 

No.ofrows  =No.of.columns. 

It is balanced assignment problem. 

 

8 0 0 7 0

0 14 12 14 4

0 12 8 6 4

17 1 0 0 5

11 5 0 0 1

12 0 0 7 0

0 10 8 10 0

0 8 4 2 0

23 1 0 0 5

15 5 0 0 1
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Consider row: 

2 33 0 13 

0 7 27 43 

0 12 33 24 

0 5 3 7 

 

Consider column: 

 

The assignment is 

 

The assignment cost is = 39+29+27+52 = 147 

Unbalanced assignment problem: 

5.Solve the following assignment problem 

20 21 14 12 18 

17 21 20 24 24 

15 16 19 22 24 

23 25 21 20 17 

 

Solution: 

No.of rows  ≠ No.of. columns. 

It is not a balanced assignment problem. So we add a dummy row and we get 

20 
21 14 12 18 

17 21 20 24 24 

15 16 19 22 24 

23 25 21 20 17 

0 0 0 0 0 

2 28 0 6

0 2 27 36

0 7 33 17

0 0 3 0

2 28 0 6

0 0 25 34

0 5 31 15

2 0 3 0
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Consider row: 

8 9 2 0 6 

0 4 3 7 5 

0 1 4 7 9 

6 8 4 3 0 

0 0 0 0 0 

 

Consider column: 

 

The assignment is 

 

The assignment cost is 12+17+16+0+17  = 62 

 

 

 

 

 

 

 

 

 

 

 

8 9 2 0 6

0 4 3 7 5

0 1 4 7 9

6 8 4 3 0

0 0 0 0 0

9 9 2 0 6

0 3 2 6 4

0 0 3 6 8

7 8 4 3 0

0 0 0 0 0
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